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Abstract
Large language models (LLMs) have been positioned to revolution-
ize HCI, by reshaping not only the interfaces, design patterns, and
sociotechnical systems that we study, but also the research practices
we use. To-date, however, there has been little understanding of
LLMs’ uptake in HCI. We address this gap via a systematic litera-
ture review of 153 CHI papers from 2020-24 that engage with LLMs.
We taxonomize: (1) domains where LLMs are applied; (2) roles of
LLMs in HCI projects; (3) contribution types; and (4) acknowledged
limitations and risks. We find LLM work in 10 diverse domains, pri-
marily via empirical and artifact contributions. Authors use LLMs
in five distinct roles, including as research tools or simulated users.
Still, authors often raise validity and reproducibility concerns, and
overwhelmingly study closed models. We outline opportunities to
improve HCI research with and on LLMs, and provide guiding ques-
tions for researchers to consider the validity and appropriateness
of LLM-related work.
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• Human-centered computing→ HCI theory, concepts and
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1 Introduction
Large language models (LLMs) are poised to transform the land-
scape of Human-Computer Interaction (HCI) research. Already,
researchers have been using LLMs across the HCI research pipeline,
from ideation and system development to data analysis and paper-
writing [76]. Past work has shown rapid growth in the raw count
of LLM-focused paper preprints, especially in HCI topics [117]. The
explosion of LLM-related research has also led to rising discourse
in HCI on the opportunities and challenges of LLM usage, including
interview and survey studies with researchers to understand their
practices [76], and workshops [4, 130] and social media commen-
tary [67] in which scholars debate how the field ought to respond.
The surge in LLM-related papers and discussions indicates a grow-
ing need to support scholars in understanding the potential and
pitfalls of LLMs in HCI.

Such inquiry is consequential not only for HCI, but also for the
broader landscape of computing research. On one hand, scholars
in natural language processing (NLP) and machine learning (ML)
increasingly look to incorporate human evaluation in LLM architec-
tures, via techniques like reinforcement learning for human feed-
back (RLHF) that draw upon HCI methodologies [61, 91, 99, 171].
On the other hand, researchers across various communities, such as
science and technology studies (STS), computer-supported cooper-
ative work (CSCW), and fairness, accountability, and transparency
(FAccT) have called for reflection on the potential negative im-
pacts [59, 143, 145], including a rising chorus of scholars exploring
the societal implications of LLM development and the need for re-
sponsible AI practices [2, 35, 162]. As various research communities
increasingly pursue human-centered methods and questions, there
emerges an urgent need for we as the HCI community to scrutinize
our own field, and to develop standards for researchers using LLMs
and asking HCI-oriented questions. This work is motivated by the
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growing need to scrutinize howHCI methodologies are shaping and
being shaped by LLM development, ensuring that their influence
aligns with scientific rigor and societal benefit.

To this end, we contribute a systematic literature review of the
153 LLM-related papers in the last five years of CHI proceedings
(2020-2024). Our key research questions include: Where have LLMs
been applied at CHI? How have researchers used LLMs in their
papers? What contributions have LLM-related scholarship made
to HCI? What concerns around LLMs do authors articulate? Our
intended audience includes both HCI researchers exploring LLM
integration in HCI work and LLM practitioners seeking to under-
stand the current best practices around using LLMs to interact with
humans in various domains. We identify that LLMs have been taken
up in 10 diverse application domains, including Communication
& Writing, Augmenting Capabilities, Education, Responsible Com-
puting, Programming, Reliability & Validity of LLMs, Well-being
& Health, Design, Accessibility & Aging, and Creativity. Applying
Wobbrock and Kientz [167]’s framework of research contributions
in HCI, we found that LLMs were overwhelmingly used for empiri-
cal and artifact contributions, with limited work in theoretical or
methodological advances. To characterize how LLMs are affecting
the lifecycles of HCI projects, we identified five roles that LLMs
play in research projects: LLMs as system engines, LLMs as re-
search tools, LLMs as participants or users, LLMs as objects of
study (e.g., through audits), and users’ perceptions of LLMs (e.g.,
through interview studies of LLM users’ experiences). We also
identified 22 common limitations and risks that authors acknowl-
edged, ranging from qualms around LLMs’ performance to con-
cerns around research validity, resource constraints, and potential
consequences. We found that authors often raise validity and repro-
ducibility concerns around LLM research, despite overwhelmingly
studying closed-source LLMs.

Overall, this work presents an in-depth investigation of the cur-
rent landscape of how HCI applies and studies LLMs. Towards more
rigorous research and responsible design with LLMs, we outline
directions for future HCI research at the LLM frontier, and provide
actionable recommendations to researchers and practitioners. In
summary, we contribute:

• a systematic literature review of 153 LLM-related papers from
CHI proceedings 2020-2024, resulting in 10 domains where LLMs
have been applied, 5 roles that LLMs play in HCI projects, and
29 limitations described by authors;

• opportunities for HCI research to leverage LLMs, including under-
researched application domains, contribution types, and method-
ological gaps;

• guiding questions for HCI researchers to consider the validity
and appropriateness of a proposed LLM-related study;

• an open-source dataset of 153 sampled papers from CHI 2020-
2024 with our qualitative codes and paper metadata, publicly
available at https://github.com/rrrrrrockpang/llm-chi.

2 Related Work
2.1 Literature Reviews in HCI
HCI has a rich tradition of using systematic literature reviews to
identify patterns, trends, and limitations of a research area [146].

Such reviews provide conceptual frameworks for shared under-
standing across the field. Many prior works qualitatively analyzed
their paper samples to surface high-level themes. For example, Mack
et al. [111] examined 836 accessibility papers over 26 years, cod-
ing for common contribution types, communities of focus, and
methods. Stefanidi et al. [146] annotated 189 HCI literature surveys
1982-2022 to explain current contributions and topics within HCI.
Similarly, Dell and Kumar [33] manually reviewed 259 HCI4D publi-
cations to provide an overview of the space. Caine [15] synthesized
standards for sample sizes at CHI by manually extracting data from
each CHI2014 manuscript. Quantitative methods have also been
employed to provide broader perspectives on HCI research trends.
Liu et al. [107] used hierarchical clustering, strategic analysis, and
network analysis to map the evolution of major themes in HCI.
Cao et al. [16] analyzed patent citations to study the relationship
between HCI research and practice.

Our work builds on this literature to understand LLMs’ impact
onHCI.We chose a qualitative approach to provide a deep formative
understanding of this rapidly evolving landscape and its impact,
not only for HCI researchers, reviewers, and students, but also for
researchers in different communities (e.g., AI/NLP) who may be
interested in the current state of LLM-ification in HCI, as well as
practitioners looking for research-grade guidance on this rapidly
evolving space.

2.2 Literature Reviews of LLM Papers
Outside of HCI, many fields across computing and social science
have used literature reviews to study LLMs’ impact on their areas,
including reviews of the models, the technical foci, and the soci-
etal implications of LLMs. Many of these reviews survey technical
advancements, e.g., Zhao et al. [183] survey methods for training
and evaluating core models, Gao et al. [44] review the state-of-the-
art in retrieval-augmented generation, and Guo et al. [51] review
multi-agent approaches. Other efforts have studied the risks posed
by LLMs: Weidinger et al. [164] taxonomized the harms possible,
including discrimination, information hazards, malicious uses, and
environmental and economic harms.

Research has also surveyed trends in how LLMs are being applied
in specific disciplines. Movva et al. [117] collected and analyzed
16,979 LLM-related papers posted to arXiv from 2018 to 2023 to
understand trends in LLM research topics. Notably, they found that
society-facing and HCI topics are the two fastest-growing, further
showing the urgency of our focus on how the HCI community
considers LLM use and implications. Movva et al. [117] also found
that industry publishes an outsize fraction of top-cited research, but
also that industry papers tend to be less open about their models,
datasets, and methods. Similarly, Fan et al. [37] used BERTopic
to identify patterns in LLM research 2017-2023. Researchers have
additionally employed topic modeling to study LLM usage in fields
such as medicine [7] and education [102]. A recent study shows
that papers in behavioral and social science disproportionately
favor closed models, despite the availability of powerful, more
reproducible open alternatives [169].

Our work focuses on CHI papers, to explore where authors ap-
plied LLMs in HCI research, and how authors leveraged them to

https://github.com/rrrrrrockpang/llm-chi


Understanding the LLM-ification of CHI CHI ’25, April 26–May 1, 2025, Yokohama, Japan

make what contributions. We extend Movva et al. [117]’s quantita-
tive work with an in-depth qualitative analysis of the HCI literature.
Our focus on the last five years of CHI papers provides a window
into the most recent and most leading-edge work in HCI, since CHI
has long been the central and most prestigious venue in the area.

2.3 How LLMs Can and Should Change
Research

There has been substantial debate across the scientific community
on how much LLMs can and should transform research [12]. Many
papers argue that LLMs are poised to be incorporated in all disci-
plines, but call for consideration of their limitations. For instance,
Aubin Le Quéré et al. [4]’s CHI’24 workshop discussed opportuni-
ties and responsible integration of LLMs into data work. In compu-
tational social science, researchers found that LLMs achieved fair
agreement levels with humans on labeling tasks [185]. Researchers
have also considered whether LLMs can or should influence aca-
demic writing [77]. A survey of 950,965 papers found a significant
increase in the use of LLMs in writing scientific papers, especially
in Computer Science [97]. However, many argue that researchers
should “avoid overreliance on LLMs and to foster practices of respon-
sible science [12].”

Our work extends the discussion on how LLMs are changing
and should change research by focusing on the CHI community. We
identify the unique roles that LLMs play in HCI research, analyze
common limitations reported by authors, and advocate for proactive
consideration of these limitations to ensure research rigor.

3 Methods
To understand the LLM-ificiation of CHI papers, we performed a
literature review of CHI proceedings from 2020-2024. In our study,
we focus on generative LLMs, rather than encoder-onlymodels such
as BERT or RoBERTa. Via iterative human coding, we assessed (1)
the types of contributions common in LLM-focusedHCI scholarship,
(2) the roles that LLMs are playing in research projects; and (3) the
limitations that researchers are disclosing in their papers.

3.1 Data
We first gathered the full-text proceedings of CHI from 2020-2024,
which at the time of writing represented the most recent five years
of cutting-edge HCI research. In 2020, OpenAI’s GPT-3 was re-
leased, marking a leap in language models’ predictive capabilities.
LLMs then became more accessible to researchers through APIs and
open-sourced models.1 We chose CHI for two reasons. First, CHI is
the flagship international conference on HCI. All papers undergo
rigorous peer review, and publications have significant impact on
HCI research generally. Similar prior literature reviews chose CHI
as a representative sample to identify trends in HCI [8, 103]. Second,
CHI papers span a wide range of application areas and methodolo-
gies, (e.g., CHI 2024 had 16 subcommittees) giving this work broad
representation. We acknowledge that ACM SIGCHI sponsors 26
HCI conferences, 2 which have more focused scopes. Our sample

1https://techcrunch.com/2020/06/11/openai-makes-an-all-purpose-api-for-its-text-
based-ai-capabilities/
2https://sigchi.org/conferences/
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Figure 1: The raw number of LLM-related papers, followed
by the percentage of the total number of papers in each year
2020-2024.

4077 papers

152 LLM-relevant 
papers

3925 papers not 
LLM-relevant

Query ACM DL for full papers 
published at CHI, 2020-2024

Identify LLM-relevant papers via 
keyword search

Robustness 
check.
The first author 
read each paper 
to understand 
whether it is 
LLM-relevant.

153 LLM-relevant papers for analysis

1 false negative

200 randomly 
sampled papers

Figure 2: A flow diagram on our sample selection and refine-
ment process.

should be considered generative rather than exhaustive, and our
work can spur future analysis of more focused conferences.

Our process follows an adapted PRISMA statement [116, 123] and
is summarized in Figure 2. We began by assembling a corpus of CHI
papers, and filtering for LLM-relevant works. We contacted ACM
Digital Library (DL) in July 2024 for full papers (excluding extended
abstracts, doctoral consortium submissions, and other non-paper
artifacts) published at the conferences from 2020-24. This search
resulted in an initial corpus of 4,077 papers. We then filtered each
paper’s title and abstract by a set of keywords: “language model”,
“llm”, “foundation model”, “foundational model”, “GPT”,
“ChatGPT”, “Claude”, “Gemini”, “Falcon”. This filter resulted
in a corpus of 152 LLM-relevant papers. Figure 1 shows the break-
down of papers, as well as the percentage of the paper numbers
in each year. We did not search full text on the CHI proceedings
because our early investigation showed that it resulted in substan-
tially more false positives (e.g., a paper might have one sentence



CHI ’25, April 26–May 1, 2025, Yokohama, Japan Pang et al.

that mentions their implications “in the age of LLMs”). We also did
not include general keywords (e.g., “artificial intelligence”), since
our focus is papers that include LLMs, rather than capturing the
wider field of AI research, as has been studied in prior work on the
human-AI interaction literature [2, 49, 174, 177].

We additionally ensured the robustness of our filtering procedure
by validating our corpus against false negatives. We conducted a
stratified sampling of 200 papers that were initially found to be not
LLM-relevant. The first author then read each of the 200 papers to
check whether the work was LLM-relevant. Our review found one
paper (N=1, 0.5%) that was not identified by our keyword search
procedure. This paper mentioned GPT-4 just once, in their method
section, without mentioning any other keywords in our list. We
added this paper to our final corpus (N=153, see Figure 2).

3.2 Analysis
To analyze the 153 papers, we applied an iterative process to de-
velop a codebook. The initial codebook included deductive codes
based on our four research questions. For two of our research ques-
tions, we used existing taxonomies to seed our codebooks: on the
contribution type, we used Wobbrock and Kientz [167]’s taxonomy
of research contributions in HCI, and on the application domains
for each paper, we used a taxonomy from Stefanidi et al. [146].
For the rest of the questions—on the roles of the LLMs in each pa-
per, the limitations and risks of the research—we generated initial
codebooks during the iterative open coding process.

We conducted four iterations of independently applying and
updating the codebook, using a randomly selected set of 10 pa-
pers for each iteration. After each set, the research team came
together to refine or merge existing codes, add new codes, and re-
solve disagreement through consensus. Throughout, we computed
interrater reliability (IRR) using Krippendorff’s alpha to guide our
discussions.3 The final alpha values are 𝛼Contribution Types = 0.866,
𝛼Application Domains = 0.849, 𝛼LLM roles = 0.773, 𝛼Limitations & Risks =

0.8874. All values are comparable to prior work [89, 111]. This pro-
cess led to a codebook of 51 low-level codes (see Supplementary
Materials for the process and the codebook). Finally, the remaining
papers—those that had not been used for codebook development—
were split into three sets and coded independently by the three
researchers who all participated in the codebook development. Dur-
ing this step, the authors met regularly to discuss any emergent
concerns, and disagreements were resolved through consensus.

3.3 Research Positionality
We acknowledge that our academic and professional backgrounds
have shaped our perspectives on this topic. All authors had ex-
perience using LLMs directly or studying users’ perceptions of
LLM-powered systems, and had experience working in responsi-
ble computing. The authors’ expertise covers fields including HCI,
NLP, computational social science, accessibility, machine learning,
fairness, sociotechnical systems, and usable security and privacy.

3Note that Fleiss’ kappa can also be applied to the IRR analysis of the complete
nominal data in our case. We chose Krippendorff’s alpha in line with prior literature
review [111].
4The 𝛼 over our initial 29 low-level code is 0.633

Collectively, we are US-based researchers at three different R1 uni-
versities and one US-based research institute.

4 Results
Our analysis reveals where LLMs have been applied at CHI, how re-
searchers have leveraged these models, andwhat contributions they
made to the field of HCI. In parallel, we taxonomize the common
limitations and risks articulated by authors (see Table 1).

4.1 Application Domains
We found 10 diverse domains in whichHCI researchers have applied
LLMs (Table 1). We elaborate each in this section.

Communication & Writing (22.88%, N=35): This domain emerges
as the most-studied area, spanning both specific writing tasks and
AI-mediated communication (AIMC) [56], in which intelligent agents
modify, augment, or generate messages to achieve communication
goals. Many of these works imagine writers as the target LLM user,
in tasks from personal diaries [79] and email composition [14] to
storytelling [25], screenplay creation [115], and general creative
writing [18, 160]. For instance, researchers have examined writers’
attitudes toward collaborating with LLMs [95], including how writ-
ers choose prompting strategies [31] and users’ perception of AIMC
support in a variety of writing tasks, such as idea generation, trans-
lation, and proofreading [42]. Researchers have also examined how
LLMs might introduce implicit bias to the writing process [41, 69].

Augmenting Capabilities (16.99%, N=26): This domain includes
papers that develop technologies to enhance human performance
and productivity by altering how we engage with technology and
information. Some attempt to bridge the physical and digital worlds
in scenarios such as video conferencing [105] andmixed reality [32].
Many also study the future of work and productivity. Fok et al. [40]
leverages LLMs to support sensemaking on business document
collections, while Kobiella et al. [83] studied how ChatGPT usage
affects professionals’ perceptions of workplace productivity. Several
papers also developed tools to enhance productivity in academic re-
search, building new approaches for sensemaking of literature [92]
and research idea generation [159].

Education (14.38%, N=22): This domain explores the potential
of LLMs to enhance learning experiences for students and improve
pedagogical methods for educators. For students, research exam-
ined learners’ existing interactions with LLMs, including Belghith
et al. [9]’s investigation of middle schoolers’ approaches to and
conceptions of ChatGPT. Several works explored using LLMs as
learning aids in specific subject areas, such as math [179], vocabu-
lary acquisition [88], and programming [72]. For educators, studies
examined the LLMs’ integration into teaching. Han et al. [54] found
that teachers are excited about potential benefits, namely LLMs’
ability to generate teachingmaterials and provide personalized feed-
back to students; however, teachers and parents are both concerned
about their impact on students’ agency in learning, and potential ex-
posure to bias and misinformation. Researchers have also designed
LLM-based tools to assist teachers in domains such as cyberbullying
education [60] and environmental science instruction [22].

Responsible Computing (12.42%, N=19): This explores ethical
and societal implications of computing systems, particularly in high-
stakes domains and for vulnerable populations. It touches on issues



Understanding the LLM-ification of CHI CHI ’25, April 26–May 1, 2025, Yokohama, Japan

Code Definition

A
pp

li
ca
ti
on

D
om

ai
ns

Where have LLMs been applied in CHI papers?

Communication & Writing On various writing and communication tasks, which often target writers as the primary user groups.
Augmenting Capabilities On technologies to enhance human performance and productivity, often in the physical world.
Education On learning experiences for students and pedagogical methods for educators.
Responsible Computing On ethical and societal implications of computational systems, particularly in high-stakes domains.
Programming On various aspects of software development and programming tasks.
Reliability & Validity of LLMs On evaluating and improving LLM outputs themselves.
Well-being & Health On managing health-related disorders/illnesses, or interactions with health data or healthcare providers.
Design On various types of design work, which often target designers as the primary user group.
Accessibility & Aging On population with disabilities and older adults.
Creativity On the creativity process and creativity support tools, which often overlaps with other domains.

LL
M

R
ol
es

How do CHI papers leverage these models?

LLMs as system engines LLMs function as core elements within systems, prototypes, algorithms, and programming frameworks.
LLMs as research tools LLMs perform research tasks traditionally executed by researchers in a research project, such as data

collection, analysis, and writing.
LLMs as participants & users LLMs simulate human responses and behaviors, or act as users or participants in an interaction.
LLMs as objects of study LLMs’ inner mechanism, properties, performance are evaluated.
Users’ percetions of LLMs LLMs or tools (e.g., ChatGPT) are studied to understand user perceptions in different contexts.

Li
m
it
at
io
ns

&
R
is
ks

What are the concerns by the authors at CHI?

Limitations on
LLM Performance Limitations specifically on the LLM capability to output the desired output. This includes LLM bias toward

different groups, limited data coverage in the training data, non-deterministic response, hallucination,
unspecific errors and biases

Limitations on
Research Validity Limitations to the extent which an instrument measures what it claims to measure in the paper. This

includes internal and/or external validity across users, contexts, models, and prompts.
Limitations on Resource Limitations on computational and financial resources to open or closed source LLMs. This includes

computational cost, financial cost, lack of evaluation standards

Risks to Society Potential negative and long-term outcomes, risks, or unintended effects may arise from the artifact or
study. This includes economic harms, representational harms, misinformation harms, malicious use, hate
speech, and environmental harms.

Table 1: Domains where LLM applications are developed, roles of LLMs in HCI projects, and acknowledged risks and limitations.
Note that we did not include contribution types in this table. A paper can havemultiple (sub-)codes.

like fairness, information hazards, and privacy. Several studies have
examined how marginalized groups perceive LLMs, focusing on
gender [110, 149], religion [129], and other intersectionalities [43].
Research also identified the risks LLMs pose to to those seeking in-
formation online. For instance, Sharma et al. [142] investigated how
LLM-powered search systems might amplify echo chambers, while
Oak and Shafiq [120] studied the use of LLMs by underground in-
centivized review services. Zhou et al. [184] outlined approaches to
addressing LLM-generated misinformation. Papers also addressed
a range of privacy issues, including online surveillance on social
media [24], users’ navigation of disclosure risks and benefits when
using LLM-based conversational agents [182], and general privacy
knowledge [20]. Finally, we identified papers that integrate LLMs

into interactive tools designed to facilitate responsible computing
practices [125, 162].

Programming (11.11%, N=17): This domain automates and im-
proves software development and programming tasks, including
papers related to data science, analytics, and visualization systems.
Many papers develop tools to facilitate code creation. For instance,
Liu et al. [104] introduced a novel method called grounded abstrac-
tion matching, powered by Codex, to assist non-expert program-
mers in guiding code generation. Other tools support programmers
by providing no-code platforms for traditionally complex program-
ming languages [80], explaining code generation [173], and aiding
in programming language learning [21]. We also include work on
“prompt engineering” in this category, such as prompt sharing [38],
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direct manipulation of LLM outputs [113], and visual prompt com-
parison [3]. These studies used programming tasks for evaluation,
reflecting the broader trend of incorporating prompt engineering
into software engineering [166]. On a critical note, Kabir et al. [75]
analyzed ChatGPT’s responses to 517 StackOverflow programming
questions, revealing that 52% of the answers contained incorrect
information and 77% were verbose.

Reliability & Validity of LLMs (10.46%, N=16): This domain
focuses on evaluating and improving LLM outputs. The first stream
of work includes analyses determining the validity of applying
LLMs to specific contexts. For example, He et al. [58] compared
GPT-4 and Mechanical Turk pipelines for sentence labeling tasks
from scholarly articles, showing that combining crowd and GPT-4
labeling increases accuracy. Another example is Kabir et al. [75],
evaluating the validity of using LLMs’ to answer programming
questions. The second stream involves tools designed to enhance the
reliability or validity of LLM outputs. For instance, HILL identifies
and highlights hallucinations in LLM responses, allowing users
to handle responses with greater caution [93]. EvalLM enables
interactive evaluation of LLM outputs based on user-defined criteria
across multiple prompts [81]. AI Chain is a visual programming
tool for crafting LLM prompts, which improved the quality of task
outcomes as well as the transparency, controllability, and the sense
of collaboration when interacting with the black-box LLMs [168].

Well-being & Health (9.15%, N=14): This domain refers to the
management and prevention of health-related disorders and ill-
nesses, or interactionswith health data orwith healthcare providers.5
One thread of work involves assisting practitioners in providing
better care. For example, Yang et al. [176] designed a GPT-3-based
decision support tool that draws on the biomedical literature to gen-
erate AI suggestions. Yildirim et al. [178] worked with radiologists
to explore the design space for incorporating LLMs into radiol-
ogy. Another thread involves support for patients in self-tracking,
self-diagnosing, and self-managing their illnesses. For instance,
Sharma et al. [141] used a fine-tuned GPT-3 model to improve self-
guided mental health interventions through cognitive restructuring,
a technique to overcome negative thinking. MindfulDiary leveraged
GPT-4 to support psychiatric patients’ journaling [78]. Strömel et al.
[147] found that GPT-generated data description can effectively
complement numeric fitness data.

Design (8.50%, N=13): This domain captures papers whose target
audience is designers. For example, HCI researchers have produced
LLM-powered tools that facilitate the design process for practition-
ers, such as mobile UI design [36, 65, 170], landscape design [66],
interior color design [63], and multimodal application design [100].
On the other hand, Liao et al. [98] interviewed 23 UX practition-
ers to explore the design space around LLMs supporting ideation,
including their needs around model transparency.

5While some health-related conditions may fall under accessibility, such as chronic
illness [47], we decide according to how the condition was treated: papers that adopt a
social model of the condition or disability (i.e. that the incompatible design of society
with the person’s condition is the “problem”) are Accessibility, and those that adopt
a medical model (i.e. that the person’s condition is the “problem”) are classified here
under Well-being & Health [52].

Accessibility & Aging (7.84%, N=12): This domain focuses on
people with disabilities and older adults. We found diverse acces-
sibility contexts, including the blind or low-vision (BLV) commu-
nity [151, 180], people with autism [70], learning disabilities involv-
ing Augmentative and Alternative Communication (AAC) [156],
and situational impairments [106], aswell as papers on older adults [172].
However, we did not find papers on the deaf or hard of hearing
(DHH) community or motor or physical impairments, which are
generally the second and third most prevalent in terms of accessi-
bility paper counts [111].

Creativity (5.88%, N=9): This domain covers the creative pro-
cess and creativity support tools. Chakrabarty et al. [18] proposed
the Torrance Test of Creative Writing (TTCW) to directly scruti-
nize whether LLMs are “creative” via a story writing task. Similarly,
Jigsaw presented a creativity support tool to assist designers with
prototyping multimodal applications by chaining multiple genera-
tive models [100].

4.2 Contribution Types
The above application domains were primarily addressed through
(1) empirical contributions (98.70%, N=151)—often to understand a
population’s view toward or use of LLMs or specific LLM-powered
tools—and (2) artifact contributions (61.44%, N=94), which involve
building a tool. These two contribution types frequently occur in
combination, in studies where authors first build an artifact and
then empirically test it with users. For artifact contributions, we
observed that LLM-powered systems have a wide range of fidelity
levels, from fully open-sourced systems with GitHub repositories
to simple wireframes. The dominance of LLMs in these systems
also varied, with some systems using LLMs throughout the entire
pipeline and others using them only for processing textual data.
We applied the code “artifact contribution” to a paper when authors
claimed that LLMs are (or would be) a part of the system. The high
frequency of artifact contribution (61.44% in our sample in contrast
to 24.50% at CHI overall [167]) may indicate that LLMs might have
lowered the barrier to prototype research artifact of high quality, a
point we unpack further in 5.1.3.

The remaining five contribution types occurred less frequently,
with one survey contribution and no opinion contributions. Distin-
guishing between methodological and artifact contributions can be
challenging, as some methods are embedded in a system. Per [167],
we used methodological contribution to refer to research method
contributions in HCI. Methods for creating multimodal mobile ap-
plications, for example, were not included. Overall, we found 16
(10.46%) methodological contributions, such as LLM-augmented
methods to enhance UX evaluation [84], generate synthetic user
data [159], and provide metrics to measure creativity in LLMs [18].
We found 8 theoretical contributions (5.23%), ranging from a frame-
work for collaborative group-AI brain-writing [139], a conceptual
framework to bridge the gulf of envisioning [148], and a design
space for intelligent writing assistants [89] (also a metareview
contribution). Dataset contributions were less common (N=6, 4.0%).
In the LLM roles section, several papers used LLMs to generate
synthetic datasets, which may lower the barrier to creating large,
diverse datasets for thorough evaluation, yet curating benchmark
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datasets of real users that can test the performance of LLMs at scale
remains a challenge [90].

4.3 LLM Roles
We identified five roles that LLMs play in HCI research (Figure 3).
While Figure 3 may not fit every project given the interdisciplinary
nature of our field, it reflects our sample, which primarily offers
empirical contributions.

LLMs as system engines (62.74%, N=96): In this role, LLMs
function as core elements within systems, prototypes, algorithms,
and programming frameworks. One way LLMs can be used in sys-
tems is to generate content, e.g., ideas, code, and conversations. For
example, Farsight used LLMs to generate ideas to identify potential
harms of AI applications [162], and GenLine used LaMDA to gen-
erate code from users’ natural language [71]. MindTalker, a GPT-4
conversational agent, supports people with early-stage dementia by
reducing loneliness [172]. On the other hand, LLMs may be used to
process information and extract insights, e.g., by retrieving or summa-
rizing from large, unstructured datasets. For instance, PaperWeaver
deduces users’ research interests from their paper collection on
Semantic Scholar [92], while Memoro interprets user needs from
the users’ conversation history [186]. Visual Captions employed
a fine-tuned LLM to predict user intent using the sentences in a
video conferencing call [105]. Systems integrate LLMs at different
levels. Some systems’ main functions rely on a carefully-designed
system prompt, often in a form instructions to a conversational
agent [153], while others used LLMs as one [57] or more [86] step(s)
in a complex pipeline. On another axis, the LLM-powered tools can
range from a fully-functioned open-source system [162] to design
prototypes that elicit important empirical insights [176].

LLMs as research tools (9.15%, N=15): We found several au-
thors used LLMs to perform tasks traditionally executed by re-
searchers or research assistants, including data collection, analysis,
or writing. For example, Choksi et al. [24] applied LLMs to conduct
qualitative coding on social media posts on NextDoor. They first
developed a codebook, manually labeled 340 posts, and then ad-
justed the codebook prompts before using GPT-4 to tag the rest of
the posts from the sample. Such LLM-augmented workflows were
often also claimed as a methodological contribution, or packaged as
a system that other researchers could use. For example, Wang et al.
[161] introduced a multi-step human-LLM collaborative method
for qualitative coding. In this process, LLMs generate labels and
explanations, a verifier model assesses the quality, and humans
re-annotate the subset of low-quality labels. Ding et al. [34] con-
tributed a LLM-based method to identify critical online discussion
patterns at scale to inform national health outcomes. Similarly, Lam
et al. [86] proposed LLooM, a LLM-powered Python package to
iteratively synethesize concepts over a sample of text.

Another thread involved using LLMs to generate data for research
purposes. For example, Sun et al. [149] used GPT-2 to generate a
corpus of 96,600 artificial greeting messages to study gender bias in
greeting card messages and facilitate future research on this topic.
Ko et al. [82] introduced a LLM-based framework that takes Vega-
Lite specification as input to generate diverse natural language
datasets, such as captions, utterances, and questions about the
visualization. Feng et al. [39] uses LLMs to automatically mine UI

data from Android apps. These papers often generate synthetic
datasets and conduct analyses as part of their contributions.

Additional Analysis: As using LLMs to perform research tasks
is becoming new research methodology [4], we examined authors’
justification of this role. For all 15 papers, authors justified their
LLM usage, explained LLMs’ capabilities and suitability for the task,
and cited relevant prior work. All but one paper provided further
experimental validation. These validations took the form of com-
parison user studies with non-LLM baselines, manual validation of
system outputs, and human or computational quality assessments.
All but one paper relied on humans for the evaluation, and this
exception [149] used computational methods for quality analysis.

LLMs as participants & users (7.19%, N=11): This category uses
LLMs to simulate human responses and behaviors, acting as users
or participants. One line of work relied on the assumption that
LLMs can create believable proxies for human behaviors, known
as “personas”. Personas were proposed decades ago in HCI [131] to
guide user research, by creating abstract representations of users
that provide valuable insights into user needs, behaviors, and prefer-
ences. By prompting LLMs to create such personas, researchers aim
to approximate user feedback. For example, Impressona generated
on-demand feedback from writer-defined AI personas of their tar-
get audience [11]. Similarly, Hedderich et al. [60] built Co-Pilot for
teachers to prepare them to chat with students about cyberbullying.
Another thread includes works on using LLMs to simulate poten-
tial user feedback for systems or designs. Duan et al. [36] applied
GPT-4 to automate heuristic evaluation via a Figma plugin. Like-
wise, SimUser leveraged LLMs to simulate usability feedback [170].
Hämäläinen et al. [53] explicitly studied the validity of using LLMs
to generate synthetic user research data, concluding that GPT-3 can
generate believable answers to open-ended questionnaires about
experiencing video games as art.

Additional Analysis: Using LLMs as participants & users consti-
tutes a novel research methodology, so we also analyzed authors’
justification of their methodology. We found that 10/11 papers pro-
vided both textual justification and experimental validation. Similar
to the LLM-as-research-tools papers, the text justifications are also
supported by citations to relevant prior work in NLP. Experiments
similarly spanned user studies, as well as human and computa-
tional analysis. Rather than justifying the usage, Cuadra et al. [29]
studied this very topic with a more critical lens and demonstrated
the validity concerns inherent to LLM use in chatbots as humans,
whichWang et al. [157] and Agnew et al. [1] address from an ethical
perspective as well.

LLMs as objects of study (9.80%, N=15): This category con-
tains papers that explore LLMs’ underlying mechanisms and prop-
erties, including training datasets, response outputs, and issues
(e.g., hallucination). Some works study potential problems inherent
to LLMs themselves. For instance, Precel et al. [129] scrutinized
common LLM training datasets and found that a disproportionate
amount of content authored by Jewish Americans is used for train-
ing without their consent, and Sun et al. [149] studied the gender
bias of GPT-2 generated text. Other works focus on the ecological
validity of applying LLMs in a particular context. Kabir et al. [75]
conducted an empirical study of the characteristics of ChatGPT
answers to StackOverflow questions, evaluating whether LLMs
are appropriate to use in the context of Q&A for programming
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Figure 3: Overview of roles that LLMs can play throughout common HCI research stages. LLM roles are depicted with icons and
text, and arrows represent common empirical studies: −→ system building studies; −→ user studies; −→ data science studies.

questions. Several studies examine the validity of using LLMs for
crowdsourcing tasks [58].

Users’ Perceptions of LLMs (23.53%, 36): This category includes
studies on how users perceive LLMs or LLM-powered tools. Papers
often examine a particular population’s perception and usage of a
public LLM-powered tools (e.g., ChatGPT) to create a design space
or surface challenges and opportunities. For fine-grained insights,
we exclude user studies that evaluate a system where the research
artifact is the main contribution. For example, papers have studied
how LGBTQ+ individuals experience using chatbots for mental
health support [110]. Using the case of CareCall—a deployed chat-
bot for socially isolated individuals in South Korea—Jo et al. [73]
attempted to understand how LLM-driven chatbots can support
public interventions. Other works have studied how diverse users
perceive and interact with LLMs or LLM-powered chatbots, includ-
ing teachers [60, 152], middle schoolers [9], creative writers [45],
and performance artists [74]. Several works have also examined
LLMs’ effects on users. For example, Wester et al. [165] studied how
LLMs deny user requests, and Jakesch et al. [69] examined how
users write social media posts with LLM assistance.

4.4 Limitations
This section covers four top-level codes and 22 main sub-level codes
for the limitations and risks discussed in our sample. Coding the
limitations is not a trivial task, as not every paper has a dedicated
“limitations” section. We found 94.77% (N=145) papers with a dedi-
cated section for limitations (i.e., with “limitations” in the section
title) and 14.38% (N=22) papers with a dedicated ethics or impact
statement. Our analysis was primarily based on the limitations
section; if there was no limitations section, we read through the
paper to find potential mentions of limitations.

4.4.1 LLM Performance (42.48%, N=65). The top-level code refers
to limitations on LLMs’ capability to generate the desired output.
These limitations highlight areas where the LLM’s performance
may fall short of expectations.

LLM bias toward different groups (11.11%, N=17): This limi-
tation recognizes that LLMs’ disparate representation across dif-
ferent populations. For example, Shin et al. [144] noted the GPT-3
and DALLE-2 in their system might output and perpetuate gen-
der and racial stereotypes, including a higher chance of featuring

white men rather than users in other racial groups. This limitation
also includes cases where LLMs fail to model certain user groups—
the absence of those users. Ma et al. [110] stated that LLM-based
chatbots failed to “recognize complex and nuanced LGBTQ+ identi-
ties and experiences, rendering the chatbots’ suggestions generic and
emotionally disengaged.”

Limited data coverage in the training data (9.80%, N=15): Au-
thors explicitly mentioned that LLMs’ training data might be insuf-
ficient or outdated. For instance, Lee et al. [88] found they needed
extra engineering steps to use an LLM with their Korean-speaking
participants, which they attributed to “GPT-4’s underperformance
in non-English languages”. When prompting LLM conversational
agents to display empathy using elicitations from Reddit, Cuadra
et al. [29] acknowledged that they are not aware of the distribution
of the training data, and are therefore unable to tell whether the
data used in the study has been covered by GPT-4.

Non-deterministic response (7.84%, N=12): Authors often rec-
ognized that LLM responses are probabilistic, and could change
unpredictably even when given the same prompt. Gu et al. [50]
recognized that their LLM’s explanations were not fully controlled,
because they used real-time responses from commercial models.
Chen et al. [20] attributed the inconsistency of generated data to
the “inherent randomness embedded in the output of LLMs.” This,
however, can be alleviated by changing the sampling temperature
to zero [122] or using guided generation [96].

Hallucination (8.50%, N=13): LLMs can produce inaccurate or
entirely fabricated information. Hoque et al. [62] explicitly pointed
out that “LLMs can generate hallucinations,” which may “alter the dy-
namic for such authors [in their study] when using an LLMs” but later
stated that studying the effect is out of their study scope. Though
Retrieval Augmented Generation (RAG) systems may help alleviate
this problem in the future [44, 68], applications that leverage this
approach can still suffer from hallucination issues. For instance,
Zulfikar et al. [186] stated that using LLMs “in information retrieval
can lead to hallucinated answers that do not exist in the dataset.” To
ensure validity, works such as PaperWeaver [92] attempted to eval-
uate the system’s performance against hallucination by collecting
annotations of factual correctness for 60 descriptions in their study,
but not all papers grappled with this problem as explicitly.
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Unspecified errors and biases (16.99%, N=26): This the most
common code related to LLM performance. Papers vaguely recog-
nize the problems of LLMs, but authors did not specify the exact
errors due to the models’ black-box nature. For example, Li et al.
[94] stated that “like many other AI-based predictions, our system
makes errors” after users reported that the system’s prediction did
not match the intention. However, the author did not explain the
potential errors caused by LLMs. Ko et al. [82] mentioned that “the
opaque nature of these models implies that we cannot have full con-
trol over their outputs or ensure exact replication in future studies.”
Often, authors observed abnormal and inaccurate output from the
systems and speculated the reasons for such underperformance.
For example, Wang et al. [158] explained the underperformance is
that “LLMs are trained to generate text instead of the domain-specific
task (i.e., selecting an element id in mobile UI).” Papers often defer
addressing these errors to the future. Buschek et al. [14] acknowl-
edged that their work is still a prototype, and suggested quality
could be further improved through finetuning or training, “possibly
involving even larger (email) datasets, extensive architecture search,
or generally scaling up.”

4.4.2 Resource Limitation (28.76%, N=44). This top-level code refers
to computational and financial resources needed to run LLMs, as
well as a lack of evaluation standard or metrics. High resource
demands can impact the efficiency and scalability of deploying
the LLM, and can affect our community’s ability to consistently
evaluate LLMs or tackle common problems such as hallucination.

Computational cost (9.15%, N=14): Computational cost refers
to the computational resources required to run LLMs, including
the need for hardware (e.g., GPUs) for local execution and lim-
ited token windows, which restrict the amount of possible input.
For example, Nguyen et al. [119], who employed OpenAI’s Codex,
wished that they had used open-source models to ensure study
reproducibility, but recognized that doing so would “impose sig-
nificant computational requirements” due to the need for extensive
GPU resources. When facing the limited token size, authors had
to devise workarounds. For example, Petridis et al. [127] split their
documents into sections to accommodate GPT-3’s input length, and
wrote that that might have “affected the overall performance and
user experience of the system.”

Financial cost (3.27%, N=5): This resource constraint included
monetary expenses with using LLMs, often tied to API calls for
closed-source models and using online platforms like ChatGPT. For
example, RELIC integrated GPT-3 due to its high performance, but
authors also recognized that the LLM-enhanced component via the
API “will inevitably increase calculation expenses.” [23] Similarly,
financial cost also impacts access to advanced chatbot playgrounds.
In a study of ChatGPT’s ability to answer programming questions,
Kabir et al. [75] noted the $20 per month subscription fee is a
“considerably highmonetary value formany countries,” and decided to
use the free version (GPT-3.5) to lower the barrier for reproducibility
at the expense of potential performance.

Lack of evaluation standards/metrics (16.99%, N=26): This
category includes authors wishing to evaluate LLM aspects, but
lacking the appropriate standard or metrics. A paper falls under this
category only when authors explicitly called for more standards
(e.g., “open question” or “active research area”). For instance, Taeb

et al. [151] recognized that some participants in their user study
spotted errors in their system, but stated that“evaluating the cor-
rectness of LLM-based systems remain an active area of research.”
Cheng et al. [22] mentioned that guardrailing the safety of their
LLM-powered tool “without supervision” in the wild is still an “ac-
tive research area”. In the same paper, Cheng et al. [22] recognized
that achieving ideal conversational context was still challenging,
“despite the abundance of literature on effectively engineering prompt
for LLMs.” Several papers also called out a lack of benchmarks for
evaluating LLMs outputs, such as conducting thematic analysis [86]
and in mental health applications [78].

4.4.3 Research Validity (90.85%, N=139). Research validity is of-
ten defined as the extent to which an instrument measures what it
claims to measure or if the study design can effectively test their hy-
potheses [112]. Internal validity refers to the legitimacy of a study’s
results, considering factors such as group selection, data recording
methods, and analysis procedures [112]. External validity concerns
the findings’ transferability to other contexts of interest [112]. We
consider ecological validity a subset of external validity, in that it
refers to whether the studies resemble “real-world” conditions [137].
Validity issues can arise across users, contexts, LLMs, and prompts.
In total, we identified 2 × 4 codes related to this limitation. During
coding, we first determined whether the issue impacted internal or
external validity, and then identified the affected dimensions. We
avoided assessing whether the project could have validity issues,
but instead coded what the authors acknowledged in their paper.

Themost prevalent limitations are internal and external validity
across users and contexts. Internal validity issues related to users
often stemmed from limited sample sizes and lack of diversity
within samples. For example, Lin et al. [101] mentioned that “a
relatively small sample size leads to challenges in concluding some of
the potential correlation.” This, in turn, may have external validity
concerns. For example, Park and Ahn [126] mentioned that their
research is based only on English-speaking university students, so
the result “may not reflect students who speak English as a second
language.” Similar issues can also apply to different contexts, such as
application scenarios. Zhang et al. [179] recognized that their study
setup might have “constrained the natural spontaneity that a hu-
man can bring to the storytelling process”, which may have hurt the
internal validity of observing behaviors that the authors claimed
to study. Zhang et al. [180] acknowledged that their insights “may
or may not generalize to use in the field”, because their prototype
design constrained “what tasks our participants could do.” Research
validity issues across users and contexts are generally related to
study designs evaluating LLMs or LLM-powered systems.

Of the 153 papers, 130 papers (84.98%) used or studied a variation of
the closed GPT-family models. Despite this, many researchers articu-
lated the research validity issues acrossmodels. Internal valid-
ity issues may arise when using LLMs. For example, Chakrabarty
et al. [18] employed the default GPT-4 generation parameters (i.e.,
temperature = 1) to evaluate the model’s capabilities. However, they
recognized that a variation in temperature might have changed the
content quality, thus affecting the study conclusion. Dang et al. [31]
also acknowledged that they might not have identified the best
settings for model usage due to using the black-box models, which
may affect the results internally.
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The majority of the research validity issues are around external
validity. For example, Dang et al. [31] addresses external validity
in the same paper, stating that there might be “potential changes
to the model over time”, which limit the exact replicability for their
studies “beyond our control”. Kobiella et al. [83] conducted their
study with GPT-3.5 and recognized that “some findings might not
be as prevalent” with the release of GPT-4.

Given this external validity concern, many papers designed their
system to be “modular” on purpose — swapping the underlying
model with other models or even future, non-existing models. For
instance, Feng et al. [39] mentioned that “while we use the gpt-3.5-
turbo as our model in the study, we believe that other LLMs trained
on similar resources, such as the PaLM and the open-sourced LLama
model, could also deliver comparable or even better performance.”
Göldi et al. [46] mentioned numerous drawbacks of current GPT-
3.5 models but suggested that “future improvement in these models
could mitigate such limitations.” This acknowledgement could po-
tentially defer the responsibility of ensuring research validity in
highly context-dependent HCI studies to LLM model developers.

Research validity surrounding prompts is another emerging
limitation. Of the 153 papers, 146 conducted some form of systems
or studies that prompted LLMs. Of the 146, 40.4% (N=59) did not re-
lease their prompts in the full paper or the supplementary materials.
Authors were generally aware that prompt variation could impact
their results: Cheng et al. [22] noted that “minor prompt adjustments
aimed at improving one aspect often had unintended, drastic negative
effects on others.” Similarly, LLM-powered tools, which have been
evaluated through technical or user studies, may not generalize ex-
ternally to other prompts. For example, Kabir et al. [75] mentioned
that the design of the prompt in their study is highly dependent
on the questions in their sample. Since how people phrase these
questions in the real world varies from person to person and situ-
ation to situation, more work is needed to evaluate LLMs against
prompt variation. Despite the validity concerns, several authors still
proposed to revise the prompt to enhance the system. For example,
Wang et al. [158] proposed to improve the system quality by adapt-
ing their system prompt depending on the input, but acknowledged
that this proposal might “lead to inferior performances.”

4.4.4 Consequences (22.88%, N=35). This category shows poten-
tial negative outcomes that may arise from the artifact or study. In
some cases, authors present the concerns in an ethics or impact
statement (14.38%, N=22) with concrete remediation strategies.

Economic Harms (11.11%, N=17) This refers to potential ef-
fects on employment and work. For example, De La Torre et al.
[32] highlighted the concern of “developers and creators being re-
placed”. However, they also recognized that these tools have not
achieved end-to-end development, and if so, the these tools should
still require human intervention. Shaikh et al. [140] mentioned
that their tool to simulate conflict resolution scenarios might cause
job replacement and devaluation for expert trainers. Many papers
on Communication & Writing, such as Lee et al. [89] and Hoque
et al. [62], stated that their LLM-powered writing tool may change
copyright issues and how writers work.

Representational Harms (5.88%, N=9) This harm refers to so-
cial groups being cast in a less favorable light than others, affecting
the understandings, beliefs, and attitudes that people hold about

these groups [6]. For example, Benharrak et al. [11] recognized that
LLM-generated personas “have the potential to reproduce harmful
stereotypes.” Salminen et al. [136] called out that “as with any novel
technology,” their use of LLM can have adverse societal effects
including “reinforcing gender stereotypes and affecting diversity
representation.” However, these risks were “not in the scope of”
their study, but warrant further scrutiny from the HCI research
community.

Misinformation Harms (2.61%, N=4) This harm arises from
the LLMs outputting false, misleading, non-sensical, or poor quality
information [164]. For example, Li et al. [95] added that writers’
viewpoints may get misled by “misinformation generated by AI
assistants.” Tanprasert et al. [154] recognized that if they shifted
their topic in the study to a more technical topic, which may lead
to more cases of LLM hallucination, not only would the research
validity have been compromised (i.e., “the credibility of the informa-
tion can seriously weaken the chatbot’s stance in the study”), but
users also may suffer from misinformation spread by the chatbot,
if the users are not aware of it. We also found studies that tackle
misinformation directly in Zhou et al. [184] where they examined
characteristics of LLM-generated misinformation compared with
human creations, and then evaluated the applicability of existing
solutions.

Malicious Use (1.96%, N=3) This harm stems from humans in-
tentionally using the LLM to cause harm, e.g., via malware or
fraud [164]. Precel et al. [129] used a whole appendix section to
discuss how their findings may harm the Jewish community by anti-
Semitic actors. When studying the effect of LLM-powered search
systems on information-seeking tasks, Sharma et al. [142] recog-
nized that their system and study “may incur misuse” because they
introduced opinion bias to power the LLM-based search system.
Therefore, they “made public the prompts in the study but will only
make them available for requests that we can verify for safe usage
(e.g., scientific and non-commercial purposes).” This approach high-
lights the interesting balance between ensuring open source and
preventing malicious use.

Hate Speech (1.96%, N=3) This category represents prejudice,
hostility, or violence against individuals or groups. De La Torre
et al. [32] stressed that a serious concern is “the potential for indi-
viduals to generate harmful and inappropriate content” with their
framework, calling for future safeguards. Kim et al. [79] extensively
discussed the ethical concerns of using LLMs for personal jour-
naling. They mentioned that their study may suffer from LLMs’
potential “to generate offensive or violent content." To mitigate this
risk, the authors informed participants about potential misbehav-
iors and offered university mental health care resources in case of
adverse events.

Environmental harms (0.65%, N=1) This category refers to the
damage that LLMs can cause the environment, in particular due to
the large energy consumption that training and querying requires
[164]. One paper explicitly discussed environmental harms [87], in
the context of worries to scale up their system with LLMs.

5 Discussion
We show substantial growth at CHI in research studying LLMs,
echoing trends in other fields [117, 169]. In this section, we discuss
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where the CHI community has focused its explorations to-date, and
what the surge in LLM interest means for HCI’s norms around pro-
totyping and design (5.1). We then assess issues regarding research
rigor that permeate the field (5.2). We close with a proposal (5.3): a
set of guiding questions for HCI researchers to reflect on throughout
an LLM-powered project, by considering the task-appropriateness
of their proposed LLM use, the validity and reproducibility of their
conclusions, and the consequences of their work for research partic-
ipants, technology users, and society.

5.1 Revealed Growth Opportunities for HCI
To our best knowledge, our work is the first to systematically charac-
terize how LLMs have influenced HCI research. We find substantial
opportunity to expand the application domains where LLMs are
used (5.1.1), build theories and methods with lasting impact from
the large body of empirical work (5.1.2), and standardize how LLMs
can and should impact prototyping practices (5.1.3).

5.1.1 Beyond language-based applications. Our study demonstrates
that LLMs are applied across a wide range of application domains ,
reflecting diversity within the HCI community, and also confirming
that LLMs’ influence on HCI is pervasive across subareas. Some
areas are well-represented already, and provide examples of how to
build new research communities around LLM applications. Specifi-
cally, we found the Communication & Writing domain has gar-
nered the most attention, perhaps due to LLMs’ direct relevance to
producing language. This community has coalesced around such
initiatives as the In2Writing workshops at NLP and HCI confer-
ences [19], and Lee et al. [89]’s effort to chart the design space of
intelligent and interactive writing assistants. Other areas are less
represented in our review, and represent opportunities for new
research and community-building. For example, papers related to
Games and Play were less common in our sample, even though
this area is large enough to warrant its own CHI subcommittee.
As LLMs facilitate more games and simulations, we anticipate this
area to be a generative site for new work. Our categorization of
application domains can help researchers identify where in the
community their interests might fit, and how to develop these areas
as LLMs continue to proliferate.

5.1.2 Beyond empirical and artifact contributions. While we ob-
served that HCI researchers succeeded in applying LLMs to a
diversity of application domains, we found less diversity in the
contribution types pursued in the literature. The LLM-related pa-
pers in our sample predominantly center on artifact contributions
and empirical evaluations, often in the form of user studies of
new artifacts. Empiricism is central to understanding phenomena;
however, to develop knowledge from our aggregate body of ob-
servations, we encourage more attention to Wobbrock and Kientz
[167]’s five other contribution types, each of which was less well-
represented in the literature.

We observed an opportunity for the community to further pur-
sue dataset contributions [167]—and approaches to data collection
that center real user needs and downstream harms. Traditional NLP
benchmarks are often criticized for their lack of context realism: the
model performance measures are often divorced from downstream

use cases [99]. Adopting community-driven and participatory ap-
proaches to benchmarking could provide data that represents real
and diverse user requirements, while still enabling developers to
test LLMs’ capabilities [150]. HCI’s sociotechnical approach is well-
positioned to innovate on benchmarking culture: e.g., Bragg et al.
have explored how to build automatic sign language translation
tools by crowdsourcing video datasets with the Deaf community
[13, 155], Reinecke et al. have developed volunteer-based online
platform to reach larger andmore diverse user population [132, 133],
and Kuo et al. [85]’s Wikibench offers a community-driven alterna-
tive to data curation that captures community consensus.

We also see significant need for theoretical and methodological
contributions, as well as literature review and opinion pieces, all of
which can help shape public perception and understanding of LLMs’
pitfalls and potential. Theoretical andmethodological contributions
can draw transferable principles from bodies of empirical and arti-
fact research [10, 167]. Based on our review, the field would benefit
from more work on, e.g., the design space around LLMs in the
various application domains (cf. Lee et al. [89]’s work on intelli-
gent writing assistants), or the design processes behind developing
LLM-based systems. Literature review like the present study and
opinion contributions can also help us reflect on our community’s
progress and help the field to identify and address emergent is-
sues (cf. Correll [28]’s work advocating for moral obligation among
researchers and designers in visualization). Our literature review
can help fill this void, but more work is needed. Targeted literature
review onmore specific topics can further guide our community for-
ward, and we especially encourage papers that synthesize lessons
bridging HCI and fields like NLP and ML.

5.1.3 How LLMs impact prototyping standards. More broadly, our
findings signal broader methodological questions for HCI: What
level of prototype fidelity is needed to demonstrate a new interaction—
and relatedly, what level of system-building and evaluation is needed
to make an artifact contribution? This question arises from our chal-
lenge to define which papers proposed artifact contributions, and
which used LLMs as system engines. Throughout HCI, Wizard
of Oz approaches have long been used to prototype interactions
with intelligent agents [30, 114]. These methods typically present a
research participant with an interface that appears to have machine
intelligence, but unbeknownst to them, a human performs those
functions (cf. [50]). Wizard of Oz approaches gained popularity in
HCI as methods that allowed rapid and inexpensive prototyping of
future technological capabilities.

However, the utility of these methods may change as LLMs pro-
liferate. If a researcher explores the design space around using
LLMs in a given domain—to “sketch with AI”, as Yang et al. [175]
describe—does a Wizard of Oz approach provide benefits over a
fully automated approach anymore? Historically, researchers have
been trained to prototype quickly and cheaply, and thus they might
conclude that a Wizard of Oz approach makes more sense. Today,
however, LLMs have likely lowered the barrier of developing sys-
tems so much that we may expect designers to use them to achieve
more ecologically valid research. After all, even the best of Wiz-
ard of Oz methods cannot perfectly proxy machine intelligence
[177]. If a designer creates an LLM-backed prototype, however,
what level of performance should they aspire to in their system?
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Should the prototype be evaluated as an artifact contribution? Is
it a system contribution, if the implementation is straightforward,
given LLMs’ capabilities? For HCI, this debate has ramifications
not only for the methodological norms we use, teach, and expect in
peer review, but also for the research validity that we produce and
the contribution that we value. We encourage the HCI community
to collectively reflect on what widespread LLM usage means for
prototyping standards, and the resulting implications for how HCI
produces knowledge.

5.2 Challenges: Validity, Reproducibility, and
Consequences

To achieve the opportunities we outline in the previous section,
the HCI community will also need to reflect on some fundamental
challenges with LLM research identified in our analysis.

5.2.1 Proprietary LLMs raise reproducibility concerns. Our analy-
sis showed that despite authors’ commonly articulated limitations
surrounding research validity , papers using LLMs is growing ex-
ponentially. This trend adds urgency to calls for examining repro-
ducibility in HCI [26, 135].

We found that an overwhelming majority of our sample (84.98%)
studied a variation of the closed GPT-family models (𝑁GPT-4 =

61, 𝑁GPT-3.5 = 41, 𝑁GPT-3 = 26). Using closed models can pose se-
rious problems for research reproducibility, especially if authors
choose not to disclose prompts. Researchers have shown that pro-
prietary and closed models, often accessed through APIs, are con-
stantly changing, and may even inject unspecified edits to a user’s
prompt (e.g., system prompts) [134], meaning model behavior may
be unpredictable despite using the same, disclosed prompt. Pro-
prietary models also generally do not disclose their training data
or model weights, which makes understanding model behaviors
and properties in applications and downstream systems difficult.
Most papers also did not justify their model choice, though model
families can exhibit quite different behaviors. For example, models
optimized for chat and those optimized to take instructions can be
expected to behave differently [121, 181]. In our study, we found
few authors explicitly justified their model choice for their use case.
Some artifact contribution papers implied that their systems could
bemodular, suggesting the LLMs in the system could be customized
by users or in future work. If an LLM-powered system is meant to
be modular, and models exhibit different behaviors, then developers
should disclose and discuss how model choices might affect the
system for future users and developers. To further complicate the
issue, 40.41% of the papers (𝑁 = 59) did not release the prompts in
the paper or supplementary material. Given LLMs are sensitive to
subtle changes in prompt formatting even in large models [138],
the lack of transparency in prompt design and usage may affect
system performance, and prevent researchers from replicating and
building upon existing work.

5.2.2 LLM properties introduce additional research validity con-
cerns. Our analysis surfaced the fact authors have many concerns
around how LLMs’ inherent properties might impact research
validity—but less knowledge about what precisely to do about
it. Whether LLMs were the object of study or powered a system

with which users interact, researchers readily acknowledged is-
sues like LLMs’ inherently limited training data, penchant for
hallucination, and nondeterministic responses. Some of these
limitations shaped whether we should expect certain behaviors
from LLMs (e.g., limitations on training data), and others shaped
whether research results could be considered externally valid (e.g.,
hallucination and nondeterminism).

However, we found that the most commonly mentioned LLM-
related performance limitationswereunspecified errors and biases
(16%, N=24). Though authors have some awareness of LLMs’ limi-
tations, this code’s prevalence indicates that further engagement
with the precise nature and performance effects of these errors was
often unaddressed. Being more specific about the nature of errors
or bias arising from LLMs and how this may affect the system or
results is critical for a reader’s understanding of the nature and
extent of the stated limitation. For example, the more specific is-
sues captured by other codes, e.g., “hallucination,” bring with them
the ability to better interpret specific potential failure types of a
system, and even imagine potential downstream harms. We urge
HCI researchers to more precisely specify what potential errors
and biases they identify in their use of LLMs, so that consumers
of our research can better understand how the systems built upon
these technologies may fail.

5.2.3 Consequences, Risks, and Broader Impacts. In parallel to the
limitations around validity and reproducibility described in the
previous section, we found tremendous need to confront how HCI
researchers assess and report the consequences and risks of their
work.

First, we explicitly differentiate between limitations and conse-
quences. Limitations refer to factors that affect the truthfulness of the
paper’s conclusions, such as issues with validity, transferability, and
generalizability. Consequences pertain to long-term social impact,
including insights that could help guide real-world deployments.
In fields such as ML/AI and computer security, recent initiatives
have asked authors to provide ethics statements [59], broader impact
statements [118], and other structured ways of reflecting on the
consequences of their work.

While authors considered questions of validity and reproducibility—
limitations of their work—only 35 papers discussed potential con-
sequences of their findings and results, often in an ethics statement
(N=22). Ethics statements were discussed among HCI researchers
in 2018 [59], but to-date have not been formally standardized in
CHI’s submission process; however, they have been used in ML and
AI conferences including NeurIPS and FAccT [118]. As our study
showed that LLMs have been used in diverse applications and are
changing research practices, we believe that the CHI community
should place greater emphasis on discussions around consequences.
Encouraging a more explicit discussion ensures that the HCI con-
tributions are responsibly aligned with the broader societal good.

More broadly, we contend that structured consideration of con-
sequences — via an ethics statement or other means — would help
HCI lead the scientific community by demonstration as LLM-based
work proliferates. As HCI research inherently considers people and
society, its innovations are likely to be deployed and have impact
with real-world users [27]. Establishing field norms to consider
consequences can help HCI lead in engaging with LLMs in rigorous
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and thoughtful ways, providing a model for researchers and practi-
tioners across disciplines. Below, we contribute an initial proposal
we hope accelerates the scientific community towards this vision.

5.3 Guiding questions for HCI researchers using
LLMs

Given serious concerns around validity, reproducibility, risks and
consequences (5.2), how can we move towards the opportunities
outlined in 5.1? As a first step, we contribute practical guidance to
prompt researchers’ reflection on the validity and appropriateness
of their LLM-related work. We view LLM-related research not as
categorically harmful, but rather that using LLMs requires careful
consideration throughout a project.

In this section, we draw on the LLM roles and Limitations to
synthesize guiding questions for researchers and practitioners to
consider at each stage of the research process, and for each role
that an LLM might take. Our questions are intended as prompts
for reflection, not a checklist for completion, and should be used
iteratively to ensure that any work continually centers thoughtful
LLM usage. We chose more open-ended questions over prescriptive
guidance to uplift critical thinking around LLM usage in research
design. zG represents general questions for any project, whereaszS refers to specific questions for each role.

1. zG What role will the LLM play in your project? A re-
searcher should understand the stage at which an LLM might be
included (Figure 3). A key question is whether an LLM is needed at
all—whether achieving the same result is possible using alternate
approaches that are better established or less costly, such as using
simpler models or humans.

2. zG Which model is appropriate? This question helps au-
thors decide between open and closed models. As Palmer et al. [124]
discuss, closed models are at odds with the transparency and repro-
ducibility expected of research. Using closed and proprietary LLMs
may also violate study ethics if participants have not consented to
sharing data with the LLM. Still, closed models may be appropriate
if, e.g., LLMs are the object of study (as in an audit study); if cheap
and rapid prototypes are needed; or if a closed model was shown to
be the state of the art in a specific task, and is used only for that task.
If others may treat the LLM in a system as modular, then consider
the robustness of the chosen model and the impact of swapping
in different models. Researchers should consider such factors and
justify their model choice.

3. zG How did you disclose the models and prompts?
This question encourages authors to document model versions
and prompts used in their study. For models, we encourage speci-
ficity: e.g., gpt-4o-2024-08-06 and gpt-4o can refer to different
models. Authors should also clearly document the full prompts, or
the prompt templates provided to users. Authors can also consider
other methods to improve the research validity, e.g., fine-tuning an
open source models on domain-specific dataset [64, 163].

4. zG What are the potential limitations of using LLMs for
your selected role? For each LLM role, we contribute specific sets
of reflective questions.

• LLMs as system engines:zS What level of artifact fidelity is appropriate to support the
contribution? If the main contribution is a formative study

or user perceptions of specific LLM outputs, enabling the
interaction is perhaps more important than deploying a
fully-functional system. A Wizard of Oz approach may be
more appropriate than building a system around a com-
mercial LLM API.zS How would factors like models and prompts affect the sys-
tem performance? This clarifies whether the system can
achieve the claimed effectiveness with different models or
changes in prompts.zS How would factors like models and prompts used in the sys-
tem affect the research validity of the user study? Authors
should consider whether the LLM-powered system is ro-
bust across users, and note any discrepancies between
target system users and recruitment population.

• LLMs as research tools:zS Why are LLMs appropriate for your research task? If your
task is classification, e.g., labeling a dataset, using an LLM
may overlook nuances in the human perspectives. If your
task is generation, e.g., creating survey questions or datasets,
using an LLM risks neglecting lay and domain expertise.zS How can you evaluate the performance of your LLM-based
research tool? Across tasks, validation via human or for-
mal methods is often needed to quality-check an LLM’s
outputs. These evaluations are vital, but the human effort
needed to structure and faithfully execute them may ex-
ceed the utility of using the LLM in the first place—what
Bainbridge [5] calls the “automation trap”.zS Howwill the performance of your LLM-powered research tool
affect the validity of your research? In addition to ensuring
research tools remains standardized and accurate, authors
should understand how the choice to use an LLM would
affect the claims of the empirical work.

• LLMs as participants & users. Consider the questions un-
der LLMs as research tools above. Then, specifically:zS Given LLMs’ known inability to faithfully represent peo-
ple, how can an LLM-powered tool adequately stand in for
the target population in your study? Using LLMs to sim-
ulate users deprives them of the opportunity to consent
to such research [1]. LLMs also run the risk of misrepre-
senting people and are unlikely to faithfully portray iden-
tity groups due to the nature of their training data [157].
Given these known constraints, consider how to adjust
your study design to enable people from your target pop-
ulation to evaluate the LLM’s outputs, and determine how
they are used (cf. [150, 152]). Throughout, stay attuned to
whether the effort required for proper human evaluation
and participation exceeds the benefits of introducing an
LLM in the first place.zS Given that they are only trained on human language, how
can LLM-backed tools reflect the realism of human behavior
and opinion dynamics of interest? Although LLMs might
display human-like behaviors and opinion dynamics by
modeling language, they often struggle to generate out-
puts that capture the complexity and diversity of real hu-
man interactions shaped by individuals’ lived experiences.
Human language is also inherently limited in capturing
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the fidelity of human behavior, which can threaten this
method’s validity. Given these known constraints, con-
sider how to adjust your study design to evaluate the
LLM’s outputs against real discourse and deliberation
(cf. [85]). Again, consider whether the effort required for
proper human evaluation might exceed the benefits of
introducing an LLM.

• LLMs as objects of study:zS What model behaviors do you aim to study? When studying
LLMs directly, authors should consider a common feature
of most LLMs, a feature of particular model families, or
just one particular model (e.g., gpt-4o-2024-08-06).zS How did you ensure that the claims made about the models
were appropriate? Authors should consider whether the
findings can generalize to other models. If not, authors
should not overclaim the findings.

• User perceptions of LLMs:zS Who are the representative participants for the study? Au-
thors should consider how their participants impact the
internal validity of their work: whether their study sample
accurately reflects the population they claim to represent.zS What confounds could impact participants’ perceptions of
LLMs? LLMs are subject to tremendous hype in the pop-
ular press. Participants may come with preconceptions
about LLMs’ capabilities that require researchers’ atten-
tion. For example, a participant who has seen ads from AI
companies may more quickly grasp the affordances of a
new LLM-powered interaction paradigm than a partici-
pant who does not experience AI filter bubbles.zG 5. What are the potential consequences of your study?

LLMs have known environmental costs authors should consider in
the study design (cf. [109]). Having participants interact with LLMs
may also impact privacy [17], especially when using closed models;
thus authors may consider how to obtain consent for an LLM to
use a participant’s data, how to sanitize LLM inputs, and measures
to protect participants’ agency over their data. HCI researchers
studying LLMs—especially when they augment or replace human
effort—should consider the systems’ economic impacts. LLMs’ need
for massive datasets can create global inequalities for data workers
[48]; and companies may prioritize investing in LLMs over workers,
even as humans are needed to ensure LLMs function properly [5].

5.4 Limitations
Our work has several limitations. First, our sampling approach
might not cover all papers that used LLMs. For instance, we found
one paper in our robustness check that mentioned GPT-4 just once,
in theirmethods, withoutmentioning any other keywords in our list.
Other works may have even used LLMs in their methods without
mentioning them at all, which would align with the increasing
interest in using LLMs to automate academic research [108]. Our
work primarily focused on prompting as the main interface, but
future study may extend our samples to study and identify best
practice for other techniques (e.g., fine-tuning [55], LLM-based
embeddings [128], and multi-agents [51]). While insights from this
paper (e.g., computational cost) remain relevant, additional research
validity concerns may emerge, e.g., challenges in sharing datasets

to replicate fine-tuning results or agent configurations to reproduce
multi-agent system outcomes.

Second, our review was limited in scope by the manual and iter-
ative process. Using LLMs to conduct analyses like ours is an active
research topic and can increase scale, but we chose not to use LLMs
because of concerns with using LLMswithout proper disclosure and
evaluation. In our preliminary phase, we used gpt-4o-2024-05-13
to explore paper topics, but found the themes too general to gain
meaningful insights. To use LLMs effectively, human qualitative
coding will likely still be required to develop effective prompts and
validate the accuracy of the LLM classifier. Hence, we spent hours
curating the dataset, reading papers, resolving coding disagree-
ments, and discussing difficult papers. The laborious nature of this
process prevented us from conducting a more expansive literature
review. Future researchers might use our paper as a starting point
to examine LLMs’ impact on other HCI subcommunities and even
conferences in other fields, e.g., by reviewing the (dis-)connection
between the NLP and HCI communities.
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