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1. INTRODUCTION

We introduce the Ìròyı̀nSpeech corpus—a new dataset influ-

enced by a desire to increase the amount of high quality, freely

available, contemporary Yorùbá speech. We release a multi-

purpose dataset that can be used for both TTS and ASR tasks.

We curated text sentences from the news and creative writing

domains under an open license i.e., CC-BY-4.0 and had mul-

tiple speakers record each sentence. We provide 5 000 of our

utterances to the Common Voice [1] platform to crowdsource

transcriptions online. The dataset has 38.5 hours of data in

total, recorded by 80 volunteers.

2. THE YORÙBÁ LANGUAGE

The Yorùbá language is native to South-western Nigeria, Re-

public of Benin, and Republic of Togo. It is one of the na-

tional languages of Nigeria also spoken in other countries like

Ghana, Côte d’Ivoire, Sierra Leone, Cuba and Brazil. The

language belongs to the Niger-Congo family in the Volta-

Niger sub-group, and is spoken by over 40 million native

speakers [2], making it one of the most widely spoken African

languages.

Yorùbá has 25 letters without the Latin characters (c, q,

v, x and z) and with additional characters (e. , gb, s. , o. ). There

are 18 consonants, seven oral vowels (a, e, e. , i, o, o. , u), five

nasal vowels, (an, e.n, in, o.n, un) and syllabic nasals (m̀, ḿ,

ǹ, ń). Yorùbá is a tonal language with three tones: low, mid-

dle and high. These tones are represented by the grave (“\”),

optional macron (“−”) and acute (“/”) accents respectively.

These tones are applied on vowels and syllabic nasals, but the

mid tone is usually ignored in writings. The tonal marks are

important for correct pronunciation and lexical disambigua-

tion.

3. THE ÌRÒYÌNSPEECH CORPUS

3.1. Preparation of text sentences

Our goal was to combine news data and fictional texts to

create a multi-purpose modern speech dataset, as other

Yorùbá datasets used utterances from religious texts or

biblical data [3, 4]. The corpus texts were obtained from

the news article domain of the MENYO-20k dataset [5] (an

open-sourced multi-domain English-Yorùbá machine trans-

lation corpus) with a non-restrictive license (i.e. CC-BY-4.0)

and the Yorùbá portion of the MasakhaNER 2.0 dataset [6]

(i.e MasakhaNER-YOR) based on Asejere newspaper1. The

primary sources of the MENYO-20k dataset are the Voice of

Nigeria newspaper2 (a Nigerian government newspaper that

publishes in seven Nigerian or regional languages—Arabic,

English, French, Fulani, Hausa, Igbo, and Yorùbá ) and

the Global Voices newspaper3(an international, multilingual

community of writers, translators, and human rights activists

contributing articles in their native language). We restrict

our selection of news articles to these published datasets for

two reasons (1) they have a non-restrictive license, and (2)

the Yorùbá sentences have been further verified for quality

issues, for example missing diacritics in the original crawled

Asejere and Voice of Nigeria articles. Overall, we obtained

3,048 sentences from Voice of Nigeria, 2,932 sentences from

Global Voices, and 5,135 sentences from Asejere. In total,

this gives us 11,115 sentences.

In order to obtain more sentences to reach our goal of

50 hours of speech, we added some sentences extracted and

modified from unpublished short stories previously trans-

lated into Yorùbá 4. These texts were selected to broaden

the domain of the vocabulary used in the dataset. In addi-

tion, we divided long sentences from the MENYO-20k and

MasakhaNER-YOR into smaller utterances, and asked volun-

teers to manually generate new utterances with similar story

or context as the original seed sentences. They also cross-

checked the utterances for errors. In total, we had to manually

generate about 8,000 sentences. We then cleaned up the data

to create a final script. To ensure the sentences were high-

quality, we verified that diacritics were properly applied on

each word and revised offensive or divisive religious terms

within the text to reflect a neutral tone. Next, we modified the

text for clarity and length to facilitate pronunciation, and lo-

calized non-Yorùbá words into Yorùbá (e.g names of places;

Kaduna to Ò. yó. , Zamfara to Oǹdó, United States to Ìlú O. ba,

Buhari to Bùhárı́, Kenya to Ké. ńyà, etc).

1https://www.asejere.net/
2https://yoruba.von.gov.ng/
3https://yo.globalvoices.org/
4Short stories translated by Kó. lá Túbò. sún

http://arxiv.org/abs/2307.16071v1
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https://yoruba.von.gov.ng/
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3.2. Recording of text sentences

3.2.1. Corpus partitions

Our text preparation yielded a total of 20 000 sentences which

was used for the entire recording for both ASR and TTS.

6 000 lines were recorded by two single speakers (one male,

one female) in the age group of 25-30, yielding 5 hours of

speech which we envision for TTS tasks. 5 000 lines were al-

located for the Common Voice crowdsourced platform, which

has yielded 6 hours of speech. Finally, we recorded in-house

all the 20 000 lines, or some 26 hours for ASR. They were

recorded by eighty different volunteers, each recording 250

lines during one-hour studio sessions.

No. of hours No. of sentences

TTS 6h 36m 6 000*

In-house ASR 25h 55m 20 000

Common Voice ASR 6h 00m 5 000*

Total 38h 32m 20 000

Table 1. A summary of dataset statistics. The utterances used

for TTS recording and for CommonVoice are subsets of the

ASR utterances.

All volunteers were speakers of standard North West

Yorùbá 5, were screened for dialect uniformity, and ranged in

age from 18 to 69 years. The initial 6 000 lines single speaker

(TTS) partition had one male and one female volunteer, while

the 20 000 lines multi-speaker (ASR) partition had 80 vol-

unteers, 37 male and 43 female. The studio volunteers were

provided with a token gift each as thank you for their time.

3.2.2. Recording

To create an acoustically suitable environment for recording,

we obtained a portable vocal booth. The recording equipment

comprised an AT 2020+ USB microphone, USB cables, and

a 2022 M1-Series Macbook Pro.

The first five hours of audio were recorded with Audacity,

a free, open-source digital audio editor and recording applica-

tion. To divide each of these hour-long recordings into a short

file for each sentence required many more additional hours of

manual post-editing work. To solve this problem, the team

developed a custom application for creating speech corpora,

dubbed Yorùbá Voice SpeechRecorder.

The tool works by reading a prepared text file, usually

with 250 sentences and displays each line of text to be read

in order. The app also provides transport controls to enable

recording, playback and file-management or deletion, in the

case of multiple takes. Finally, the tool saves individual audio

files for each sentence to the hard-drive as well as a metadata

5http://www.africa.uga.edu/Yoruba/yorubabout.html

No. of hours No. of sentences

ML-SUPERB Train (1h) 1h 793

ML-SUPERB Train (10 mins) 10m 137

ML-SUPERB Dev 10m 143

ML-SUPERB Test 10m 131

Total 1h 30m 1204

Table 2. A summary of ML-SUPERB dataset subset.

index, which can be used programmatically to prepare train-

ing examples. Over 60% of all lines recorded in total were

recorded using the SpeechRecorder app.

3.2.3. Post-production

We had four forms of post-processing. Where possible,

recordings that had issues that could be fixed manually, were

repaired by removing simple clicks and disfluenices.

In situations where the recording did not correspond with

the text but the utterance remained grammatical, we did not

rerecord the utterances but edited the text sentences instead.

One example is the possessive extender morpheme vowel e.g.

“Ilé wa” (our house) is pronounced as “Ilé e wa” — where

the extra ‘e’ extends from the original root noun to show a

self-referential towards the root noun.

We also fixed tone marking, spelling, or semantic mis-

matches. Words like “nı́ ilé” (into the house) or “sı́ ibè.” (to

there) are often contracted to “nı́lé” and “sı́bé.” respectively in

spoken Yorùbá and are amended in the utterance accordingly.

Tone pronunciation mistakes resulting in a change in the word

such as “ilé” (house) to “ilè.” (land) also result in utterances

being amended.

If audio files had a variety of issues that rendered them

unusable we re-recorded them, usually by a different person

of the same gender (thus different speaker ID). Some of the

issues include:

• Disfluenices: hesitations, stammers, clicks, sniffs, etc.

• External noises: paper rustling, microphone touching,

intrusive voices, electronic notification beeps, etc

• Audio fidelity: low or uneven audio levels, clipping or

distortion, or otherwise unintelligible words

• Incorrect dictation which could not be fixed by chang-

ing the script

3.3. Dataset summary

The resulting audio ended up at 38 hours and 20 min-

utes in total. We prepared 1hr 30 minutes out of the 36

hours for the ML-SUPERB new language track challenge6.

ML-SUPERB stands for MultiLingual Speech processing

6https://mlsuperb.netlify.app/

http://www.africa.uga.edu/Yoruba/yorubabout.html
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Universal PERformance Benchmark, a leaderboard to bench-

mark the performance of Self-Supervised Learning (SSL)

models on over 100 languages in various speech processing

tasks. The submitted data to ML-SUPERB is in Table 2.
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