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ABSTRACT
Bias evaluation benchmarks and dataset and model documentation
have emerged as central processes for assessing the biases and
harms of artificial intelligence (AI) systems. However, these audit-
ing processes have been criticized for their failure to integrate the
knowledge of marginalized communities and consider the power
dynamics between auditors and the communities. Consequently,
modes of bias evaluation have been proposed that engage impacted
communities in identifying and assessing the harms of AI systems
(e.g., bias bounties). Even so, asking what marginalized commu-
nities want from such auditing processes has been neglected. In
this paper, we ask queer communities for their positions on, and
desires from, auditing processes. To this end, we organized a par-
ticipatory workshop to critique and redesign bias bounties from
queer perspectives. We found that when given space, the scope of
feedback from workshop participants goes far beyond what bias
bounties afford, with participants questioning the ownership, in-
centives, and efficacy of bounties. We conclude by advocating for
community ownership of bounties and complementing bounties
with participatory processes (e.g., co-creation).

CCS CONCEPTS
• Social and professional topics→ Computing / technology
policy; Sexual orientation; Gender; • Computing methodolo-
gies→ Artificial intelligence; • Human-centered computing→
Human computer interaction (HCI).

KEYWORDS
artificial intelligence, bias bounties, harms, LGBTQIA+, participa-
tory methods

1 INTRODUCTION
AI systems pose significant harms to marginalized communities
which require urgent attention [14, 16, 18]. To assess AI harms,
companies have used bias evaluation benchmarks [6, 21, 46], dataset
and model documentation [4, 25, 42], and other auditing processes
[41, 50, 51]. However, these processed rarely require examining
the power dynamics between auditors and the communities or
integrate the knowledge held in communities [5, 63]. Furthermore,
auditing processes are often enacted defensively by companies in
response to criticism of harms from their AI systems [34].

Recently, modes of bias evaluation have been proposed that
engage impacted communities in identifying and assessing the
harms of AI systems. One such example is bias bounties [2, 8, 10, 27].
By including communities that have been harmed into the process
of auditing systems, developers seek feedback on the types and
severity of AI harms faced by those at the margins. However, such
processes fall short of allowing a full range of community feedback
and control [5]. That is, while they may yield improvements, they
fall short of being truly participatory approaches and can enable
ethics-washing, i.e., give the appearance of taking steps to address
ethical issues while making limited practical progress [5, 56]. For
example, in bias bounties, companies allow the public, often users of
their systems, to interact with the systems to find and submit biased,
toxic, or incorrect data and system outputs. Companies then codify
and evaluate severity of harms identified using a predefined rubric.
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The public rarely has a voice in how how findings are evaluated, nor
do companies provide mechanisms for interrogating the internals
or existence of their data and systems. Moreover, bounties are
seldom transparent enough for participants to trace biases to design
choices or structural incentives, let alone the efficacy to challenge
the political structures in which systems are embedded.

Through this lens, one may understand current modes of par-
ticipation in auditing processes as mechanisms to deny space for
alternatives, thereby serving as a justification of the systems in
question. We consider these gaps between the feedback allowed
and the control mechanisms provided by auditing processes on
the one hand, and what marginalized communities want on the
other. By doing so, we seek to shift focus from what auditing pro-
cesses can do to what experiences and knowledge companies allow
marginalized communities to share and what companies valorize.
We demonstrate the salience of the aforementioned gaps by con-
ducting a participatory workshop to co-critique and redesign bias
bounties from queer perspectives. We performed a thematic analy-
sis on the discussions from the workshop, finding that AI systems
and bounties alike pose numerous harms to queer people (e.g.,
exclusionary data collection, censorship, misrepresentation). We
categorized participants’ thoughts on bias bounties and systems
into four main categories: queer harms, control, accountability, and
limitations (as outlined in Figure 1). In particular, participants’ cri-
tiques went far beyond how bias bounties evaluate queer harms,
questioning their ownership, incentives, and efficacy.

In this paper, we center queer communities as all of the authors
have done LGBTQIA+ justice work and built rapport with queer
AI researchers. We further consider bias bounties (hosted by com-
panies to identify issues with their systems) because some authors
participated in Twitter’s bias bounty in 2021 [10] and were dis-
appointed by the failure of the rubric to capture prevalent queer
harms. As such, we intended for our workshop participants to ideate
more queer-inclusive bounty evaluation rubrics. Our paper argues
for meaningfully engaging with marginalized communities and
redistributing power to those who participate in auditing processes.
Through deeper engagements, companies can gain complex under-
standings of the experiences and concerns of marginalised users. Re-
distributing power to participants can afford a wider range of inter-
ventions and solutions, including redlighting the use of the AI sys-
tems in question. We further advocate for companies to engage in
reflexive practices to identify the constraints placed on users, their
desires, and examinations of the power dynamics at play. Finally,
we offer insights into data and system harms experienced by queer
people and urge for community ownership of auditing processes.

In particular, unless power disparities between companies and
marginalized communities are minimized (i.e., communities own
bias bounties), bounties cannot be an effective auditing process.
Bias bounties are thus incomplete processes and are only mean-
ingful in conjunction with other complementary steps required
towards building equitable AI, e.g, co-design, and mechanisms for
refusal and redress. Additionally, regardless of ownership of the
bounties, bias bounties are only applicable to the AI systems to
which communities decide it is appropriate to apply bounties.

In the rest of the paper, we discuss background and related work
(§2), and describe our participatory and analytical methodologies
(§3). We then present our workshop findings (§4) and discuss their

implications (§5). Finally, we conclude our work, identify shortcom-
ings, and provide directions for future work (§6).

Positionality Statement. All the authors are part of the LGBTQIA+
community. We are dedicated to understanding and addressing
queer AI harms. We recognize that queer people, particularly those
who are intersectionally marginalized, face unique and complex
inequalities that are often overlooked in mainstream discussions
of auditing. We further acknowledge that our positions as queer
researchers in AI shape our perspectives, and we strive to be trans-
parent about these influences in our work. Half the authors grew up
outside the U.S. All authors of this paper are formally trained primar-
ily as computer scientists. In addition, all authors have experience
with activism, advocacy, and social work concerning queer issues.
All workshop organizers and participants benefit from privileges
which enabled them to attend our workshop. By collaboratively
shaping auditing processes for queer AI harms, we hope to create
a more inclusive and just approach to auditing that centers the
experiences and needs of queer communities.

2 RELATEDWORKS
2.1 Queer AI Harms
Queer people facemany data andAI harms [14, 48, 49, 61]. Although
virtual spaces are critical for queer people to find community, queer
people and content are subject to increased censorship, reduced
visibility, and demonetization [16, 18, 43, 57]. Queer people also face
hypervisibility, privacy violations, and surveillance, e.g., through
outing via location data [7, 9], monitoring on dating apps [23],
physiognomic and essentialist attacks via machine learning [1],
and invasions of online queer spaces. Because machine learning
is preoccupied with classifying complex concepts into narrow cat-
egories, it is in tension with queerness, which can operate with
concepts of fluidity of identities and seek to challenge stereotyp-
ical associations [32, 36, 40]. The varied explicit risks and harms
to queer people perpetuated through data and AI methods mask
implicit harms, e.g., how to develop such methods to dismantle the
structures that oppress queer and other marginalized, communities.

2.2 Auditing Processes
Several technical frameworks exist for assessing the fairness of
data and AI systems (e.g., AI Fairness 360 [3] and Aequitas [54]).
However, these frameworks are based on preconceived notions
of fairness situated at the system level, and do not necessarily
lend to broader discourse on system design. Thus, they must be
complemented by auditing processes that meaningfully engage
with the communities impacted by the system.

Several works have called for reimagining auditing by investigat-
ing its procedural forms [37]; consequently, community-involved
auditing processes, e.g., bias bounties, have been proposed. Bias
bounties often consist of a company inviting communities to find
and submit biases or harms in its data and systems; the company
then evaluates the findings for the severity and types of harms
using a predefined rubric [2, 35]. For instance, Twitter held a bias
bounty to uncover and assess the severity of biases in its saliency
image cropping algorithm [10]. Our workshop participants studied
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and criticized the efficacy of bias bounties for surfacing queer bi-
ases and harms. There is a wealth of Human-Computer Interaction
literature on user-driven auditing, or “everyday” audits [15, 39, 55];
these audits, like our workshop participants, strive to shift power
from companies to users and stakeholders.

2.3 Community-Based Research
In practice, there are many challenges to incorporating modes of
community participation within top-down structures, such as hier-
archical companies [30]. As such, popular modes of participation
in AI suffer from extraction and exploitation [28] and “participa-
tion washing” [56]. Community care and diverse forms of knowl-
edge are therefore paramount towards building just AI. By using
community-based participatory action research, research may be
able to interrogate power and privilege [22].

Inspired by Data Feminism [17] and The People’s Guide to Artifi-
cial Intelligence [45], our participatory workshop operationalized a
“community-first” space for AI auditing, where queer communities
were afforded space to reimagine bias bounties. Our workshop was
a community-driven research effort in which queer facilitators (i.e.,
authors of this paper) invited members of the queer AI commu-
nity to draw from their lived experiences to critically examine bias
bounties [31]. Our workshop was premised on the idea that queer
researchers involving other queer researchers, as co-creators of a
critical analysis of bounties, holds potential for dismantling power
relations and empowering queer communities [5, 38, 60]. The re-
sulting knowledge produced is “by the people, for the people” and
aids in educating and mobilizing for action [12, 29].

3 METHODS
3.1 Participation Overview
We held our workshop as a CRAFT session during ACM FAccT1
(2022). All participants were registered as attendees of ACM FAccT
(2022). We invited participants to form teams to develop holistic
and inclusive evaluation guidelines for queer AI bias identification,
measurement, and categorization and propose best practices for
auditing AI systems for queer biases. All participants volunteered
for the workshop and were made aware of it through the FAccT
program and posts on Twitter. Participants were given two key
research questions to consider:2

(1) Where can frameworks for understanding AI harms be
expanded to encompass queer identities?

(2) How can the lived experiences of queer people inform the
design of harm evaluation frameworks?

Participants were encouraged to consider a variety of AI systems,
e.g., text, speech, images, graphs, tabular data, and how these sys-
tems interact with and affect queer people. We hosted two separate
three-hour sessions: a virtual session and an in-person session.

3.1.1 Team Formation. Participants self-organized into teams in
each session. Contributors had the chance to opt into a matching
program to be paired with other workshop participants. We re-
quested teams to be interdisciplinary, for which reason participants
sought members with different research backgrounds. Across the
1https://facctconference.org/
2All details provided to the participants are provided in the supplementary material.

two sessions, there were nine teams with approximately 3-5 partic-
ipants per team; six teams participated in the in-person workshop
and three teams participated in the virtual workshop. Each team
was joined by a facilitator (i.e., an organizer of the CRAFT session),
who supported and guided the team. Each team also designated
a recordkeeper of its discussions. All participants were invited to
share their process, experiences, and thoughts. In our thematic
analysis of participants’ discussions (§4), we only include the work
of participants who provided affirmative consent for us to do so.

3.1.2 Approaching the Critique. Teams were provided with two
approaches to reimaginging bias bounties: a top-down or bottom-
up approach. In the top-down approach, teams were encouraged to
critique how bounties currently evaluate harms while in the bottom-
up approach, teams considered harms that AI systems pose to queer
people and used these harms as a grounding to re-envision bounty
design. Each track came with examples, literature, and guiding
questions to help teams get started (c.f., supplementary material).
For instance, for the bottom-up track, we provided various example
AI systems to be critiqued, such as the AllenNLP demos [24], AI
dungeon [19], OpenAI’s DALL-E [52], and GLIDE [44]. For the top-
down track, we provided examples of queer AI harm ontologies,
such as Smith et al. [57] and Dev et al. [14] . Table 1 summarizes
the top-down and bottom-up tracks and their objectives.

3.1.3 Consent and Rapport-Building. We did not seek IRB approval
for our workshop due to the difficulty of approvals recognized
across every participating geography, university and company that
the authors represent. However, the proposal for our workshop
was reviewed and approved by the FAccT CRAFT chairs, and par-
ticipants were informed of the format, benefits, and risks of the
workshop ahead of time. Participants also filled out a form to ex-
press their consent to have their work included in our analysis.

We provided attendees with a code of conduct and an anti-
harassment policy, emphasizing the protection of the privacy and
safety of all individuals at our workshop. We motivated the work-
shop by providing background on bias bounties and the hegemonies
underlying AI systems that inevitably lead to a lack of trust in them
and companies. We further provided scholarly case studies and
articles on queer AI harms (e.g., misgendering, erasure, outing).
While we did not explicitly document how many attendees iden-
tify as LGBTQIA+, such harms reflected a shared reality of many
attendees, who were open about how they identify.

3.1.4 Participant Positionality. By hosting our workshop at ACM
FAccT (2022), with the organizers and participants in the same
community, we aimed to minimize power disparities between the
organizers and participants. Building rapport with participants is
a common practice in ethnographic research [26], as it provides
support for participants disclosing potentially sensitive experiences.
This is particularly important in the context of AI harms, as many
queer people have experienced social, emotional, and psychologi-
cal distress [13, 20, 47, 61]. However, given that all our workshop
participants were FAccT attendees, their views reflect a particu-
lar positionality: one that has access to resources to attend the
conference, is generally associated with an institution, is English-
speaking, and has the technical literacy required to scrutinize AI
systems. Joining our workshop also indicated that attendees were

https://facctconference.org/
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Table 1: Participation tracks at our workshop.

Top-down Bottom-up

Framing: You are revising a framework/taxonomy to evaluate
bias bounty submissions for the severity of harms discovered.

Framing: You are creating a framework/taxonomy from the
ground up to evaluate bias bounty submissions for the severity
of harms discovered.

Objectives: Objectives:
1) Select an existing framework or taxonomy of AI harms (can
be from a paper, previous bias bounty, etc.)

1) Select a specific AI system, and enumerate queer harms that
could be introduced by this system.

2) Expand upon the framework to fill gaps that pertain to inter-
sectionally marginalized queer identities.

2) Find themes in these harms and develop these themes into a
way of identifying, classifying, and measuring queer harms.
3) Radically reimagine current understandings of harms and
even re-envision the format of bias bounties.

comfortable with being in visible proximity to LGBTQIA+ spaces.
The views of those who outside this positionality are less likely to
be reflected in our analysis.

3.2 Thematic Procedures
All teams converged to similar critiques of and recommendations
for bias bounties, regardless of the track in which they participated.
We therefore consider all discussions collectively rather than per-
form separate analyses for each track. After the workshop, we con-
ducted an iterative inductive thematic analysis of the participants’
discussions, following Clarke et al. [11]. We use this interpretivist
approach to surface how queer populations desire bias bounties to
be implemented. We used the following process: (1) we compiled all
submitted artifacts from the workshop, that participants consented
to being analyzed into a single document, (2) each researcher in-
dependently developed codes for all artifacts in the document, (3)
researchers collaboratively sorted these codes into initial themes,
(4) concepts were grouped into overarching themes and sub-themes,
and (5) steps 3-4 were repeated with different subsets of researchers
until all researchers agreed on a set of themes.

4 THEMATIC ANALYSIS FINDINGS
In this section, we present the findings of our thematic analysis. We
found that our workshop participants discussed how bias bounties
pose harms to queer people, in addition to the harms posed by AI
systems. The participants’ thoughts on bias bounties and systems
fell into four main categories: queer harms, control, accountability,
and limitations, as outlined in Figure 1. We provide a table of team
frequencies for each sub-theme in Table 2. For clarity, we use P
to denote teams that participated in person; all in-person teams
selected the bottom-up track. We denote teams with a V if they
participated virtually; all virtual teams selected the top-down track.

4.1 Queer Harms
All teams (𝑛 = 9) identified several harms that affect how queer
people are represented in and interact with AI systems and bias
bounties. We refer to these harms as “queer harms,” because they
are directly tied to users’ queer identity.

Table 2: Number of teams that discussed each sub-theme.

Theme Sub-theme Teams

Queer Harms

Queer-Exclusionary
Data Collection 5

Algorithmic Misrepresentation 7
Participation Risks 6
Censorship 4

Control
Normative Practices 4
Allocative Prioritization 2
Social Context
Misrepresentation 3

Accountability
Ownership, Incentives,
and Responsibilities 2

Bias Bounty Operationalization
Considerations 2

Limitations of
Bias Bounties

Efficacy 3
Accessibility 3

4.1.1 Queer-Exclusionary Data Collection. Several teams (𝑛 = 5)
were concerned about how queer people are represented in data
in the context of both AI systems and bias bounties. Regarding AI
systems, participants discussed how queer intersectional identities
may constitute a smaller part of a user base, which can lead to harm
from systems that are trained on user data. P4 summarized this
as “intersectional subgroups are not well represented in the data”
and elaborated that this can also lead to, e.g., failures of content
filters that aim to reduce exposure to harmful content because “slurs
used by small groups, e.g. specific hate groups, are not detected,”
exposing vulnerable users to psychologically harmful content.

Teams additionally discussed ways that AI systems can harm
queer users by collecting personal data, especially user gender.
Participants found that collecting gender data requires highly con-
textual considerations. P1 noted that “members of the queer com-
munity find it empowering and affirming to link their identity
to existing socially salient categories,” but also warned that in a
clothing recommendation context, asking users to provide gender
information could “reinforce the possibly harmful idea that clothes
are gendered.” P6 argued that users self-reporting gender is better
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LimitationsControl

Normative
Practices

Allocative
Prioritization

Social Context
Misrepresentation

Efficacy Accessibility

Queer
Harms

Queer-Exclusionary

Data Collection

Participation
Risks

Algorithmic
Misrepresentation

Censorship

Accountability

Ownership,
Incentives &

Responsibilities

Bias Bounty

Operationalization

Figure 1: Taxonomy of participant critiques of AI systems and bias bounties.

than companies inferring gender, which reduces user autonomy.
P1 posed the question, “How much control do you have in terms
of what category you’re applied to (e.g., Computer Vision fields
based on external ’passing’ elements vs. What content do you con-
sume/produce?),” indicating that the autonomy to fully describe
ones own identity is a key concern for queer users.

While bias bounties were created to allow the communities im-
pacted by particular AI systems to address such tensions, partici-
pants pointed out that bias bounties suffer from similar issues as AI
systems, i.e. queer participants in bias bounties still feel marginal-
ized. As P1 noted, “queer users are not a majority, this may already
be the root cause of some issues.” Participants questioned how
effective bias bounties could be at addressing the concerns of popu-
lations that are not represented by the majority. P6 asked, “Whose
interests are we optimizing on? [...] The majority? Specific groups?”
If bounties use sample size to determine the severity or prevalence
of harms, rather than social and historical context, biases that affect
queer people may receive less focus than biases affecting larger
groups. Overall, participants were concerned that bias bounties
may not operate with their interests in mind, especially when their
processes are not transparent.

4.1.2 Algorithmic Misrepresentation. Teams (𝑛 = 7) voiced a con-
cern over how data representation reduces the complexity of iden-
tity, thereby enabling their erasure and oppression. Participants
identified two ways in which this can happen: (1) when categorical
representations do not capture their identity at all, and (2) when
representations do not allow changes over time.

Participants expressed frustration at how categorization con-
strains how queer users express their identity, in particular, high-
lighting the tension between how “users themselves identify &
record their identity” (P6) and how identity may be represented
in systems. Teams noted that systems that to handle diverse users
and try to operationalize identity as part of their user experience
can inhibit marginalized users from expressing their identity:

P2: “Highly structured and normative processes,
typically don’t have space for queer and intersec-
tional identities which can make the process chal-
lenging if not inaccessible.”

Other participants voiced that categorization “reinforces the ex-
istence of gender categories more broadly (which some members of

the queer community find inherently oppressive)” (P1), which cre-
ates a “boundary box of having/not having an identity being aggres-
sively reinforced” (P6), and “could lead to erasure [of marginalized
identities]” (P5). For instance, companies may force individuals
to assign themselves to categories, or even infer categories, for
reasons including “aggressive [content] recommendation and pro-
moting specific content” (P6). Beyond “being profiled/categorized
automatically into something you are not” (P1), forced categoriza-
tion can stereotype users, e.g., via “recommendation of jobs that
reinforce certain assumptions about your identity.” (P5). Forced
categorization can further exnominate queerness:

P6: “People might have wrong perceptions of what
it means to have a specific identity.”

The appropriateness of categorization is highly contextual. For
example, not considering gender labels in a clothing recommen-
dation system could be one solution to address the harms of cate-
gorization. Another solution can be having a customizable gender
input, which may allow users to feel affirmed in their identity,
as noted by P1. Furthermore, categorization may be required for
personalized content moderation (P6).

In addition to being able to accurately have one’s identity repre-
sented at a given point in time, teams (𝑛 = 4) expressed the desire
to be able to change how one’s identity is represented over time,
as their identity changes. For example, P5 noted that “categoriza-
tion does not recognize fluidity of labels over time,” and P6 echoed
that static categories lose relevance over time because “using old
data won’t represent you accurately.” However, P2 commented that
friction in changing personal information can have organizational
costs that can potentially frustrate or deter users from platforms:

P2: “Name changes or pronoun changes make ad-
min much harder and more expensive through time,
complexity, or financial penalty.”

Overall, teams called upon companies to build AI systems with-
out the assumption that a user can be accurately represented in
perpetuity as when they start using a system.

4.1.3 Participation Risks. Throughout the workshop, many teams
(𝑛 = 6) discussed how using AI systems and participating in bias
bounties may negatively impact queer people. The teams identi-
fied two primary risks: (1) the increased likelihood of personal
information being disclosed, and (2) increased exposure to harms.
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V3 described these harms succinctly as “privacy harm” and “expo-
sure harm.” Privacy harms referred to AI systems and bias bounties,
while exposure harms were unique to participation in bias bounties.

Regarding AI systems, participants highlighted the risks of per-
sonal information being disclosed and people being outed. For
example, V3 and P1 noted that Grindr had shared HIV status with
third parties, TikTok had censored and surveilled LGBTQ language,
and surveillance software had reported personal Google Docs data
to schools. P6 commented, “What if you don’t want to be more
exposed/visible? Queer people can be exposed to harassment if they
get too much visibility then they might not want to be exposed to a
larger audience.” This highlights that undesired visibility can cause
queer people to face harm, discrimination, and harassment.

Participants also discussed how their personal data can be dis-
closed via their participation in bias bounties. V1 noted that boun-
ties can “put you in a dangerous situation, [such as] forced outing,”
if you submit queer harms you have experienced. In addition to
outing, V3 stressed that privacy concerns should motivate the orga-
nizers of bounties to ensure “anonymous reports of non-anonymous
content/interactions,” e.g., through the removal of personally iden-
tifiable information. In particular, V3 explored how specific queer
populations (e.g., queer youth) may need extra safeguards in place
to ensure safe participation, such as “consent from parents.” More-
over, there is potential for adversarial attacks on bounties, such
as hate crimes targeting queer groups by changing their profiles
or flooding systems with disturbing content. Overall, participants
emphasized that bias bounties should provide participants with
warnings and safeguards to prevent their personal data from being
disclosed to wider audiences.

Teams also indicated that bias bounties pose “exposure harm”
to their participants through the identification and submission of
negative interactions with systems. . This increases bounty partici-
pants’ exposure to psychologically harmful content. V2 asked, “Are
bug bounties exploitative? People have to experience biases,” and
V3 similarly noted that bounties facilitate “exposure to sensitive
topics.” These teams noted bounties currently subject participants
for marginalized communities to witness how AI systems mistreat
them and members of their community.

4.1.4 Censorship. Our analysis revealed the experiences and de-
sires of queer users in relation to AI harms and their resilience
in navigating these harms in efforts towards reimagining systems.
For example, participants expressed frustration with how online
harassers exploit the weaknesses of content moderation AI (e.g.,
failure to consider context) via dog whistles, with P4 noting that
“obfuscated hate speech” often goes undetected or ignored. At the
same time, queer users, with their resilience, co-opt this failure
mode by self-censoring to protect themselves and their content
from surveillance, fetishization and sexualization, as expressed by
P6 and V3. Participants came up with innovative ways to bypass
censorship (e.g., P6 replaced the word “sex” with “seggs,” and V3
described that “lesbian” is often replaced with “le$bian”).

However, the lack of explainability of content moderation AI
makes it challenging to contest censorship and amplifies harms.
P6 highlighted the absence of explanations for recommendations
and bans on dating apps; but, queer users’ resilience leads to the

possibility of reimagining AI systems as a reality, e.g., systems can
prioritize human-in-the-loop explainability (P6).

Participants also emphasized a desire for their identities to be
recognized, rather than erased or ignored, by AI systems. For in-
stance P1 found it “empowering and affirming to link their identity
to existing socially salient categories.”

4.2 Control
Participant teams (𝑛 = 5) raised concerns about who controls bias
bounties and the AI systems that are the subject of bounties due to
its impact on the degree of access granted to bounty participants.

4.2.1 Normative Practices. Participants noted that there are norms
encoded in systems that harm queer users. For instance, P4 stated,
“Community standards encode perspective of the privileged groups,
not the marginalized groups.” Thus pointing towards a misalign-
ment of values between companies and users, resulting in ignorance
and exploitation by companies, intentional or otherwise.

Several teams provided specific examples of how the values of
companies and users can be misaligned. In the context of financial
services, P2 shared that “payday loan companies target vulnera-
ble populations,” which can benefit the company by fulfilling key
metrics but harms its users via predatory practices. In AI hiring con-
texts, P5 noted that “groups are selected at different rates,” which
can exacerbate the “underrepresentation of marginalized groups.”
While these systems might make the recruitment process easier for
companies, they harm the groups that are under-represented. With
regards to social media, P6 said, “Optimization based on engage-
ment can increase harassment.” Engagement may increase time
spent on the platform, benefiting the company, but toxic engage-
ment can harm marginalized users. Without actively considering
users when optimizing metrics, companies risk harming their users.

Participants pointed out that this critique also applies to compa-
nies that run bias bounties. Participants expressed concern about
how companies may be misaligned with bounty participants. P5
asked, “Who gets to decide the ‘normative’ notion of fairness?”
Companies following normative practices when running bias boun-
ties may overlook ways of improving systems that can actually
benefit users; furthermore, metrics (e.g., to measure the severity of
harms) that bias bounties aim to optimize may result in unforeseen
harms. P5 asked, “should an algorithmic / AI system even be used?”
Bias bounties cannot accommodate such a radical systemic change,
because they instead focus on reforming parts of systems. This
raises a need to fundamentally reconsider how companies build AI
systems, and if and when to do so at all. P5 further contextualized
their question in the domain of hiring: “Should algorithms even
be used in hiring? If no, [that] assumes that you can’t improve
upon the status quo.” This highlights the tension between new and
existing processes; even if new processes do not benefit impacted
or marginalized communities, it is not guaranteed that existing
processes are free of harms.

4.2.2 Allocative Prioritization. Teams (𝑛 = 2) expanded on how
normative practices can result in imbalanced resource allocation,
which can result in urgent harms to users. P1 stated that “some
harms might be life-threatening.” Providing an example, P2 re-
marked that “life-saving surgeries (e.g. transition) are unsecured
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and/or considered elective and so harder to secure credit than [for]
more traditional items e.g. car[s].” AI systems that allocate resources
may not prioritize queer concerns, and thus make system usage
disproportionately more difficult and harmful for queer users.

Participants found that bias bounties also risk unfairly distribut-
ing resources to queer people. P2 commented that “financial ser-
vices organizations tend to lack diversity which can make it chal-
lenging to begin conversations to understand queer harm, never-
mind evaluate it.” Without queer representation in the company
running a bounty, queer harms may not even be represented in the
bounty rubric, let alone identified.

4.2.3 Social Context Misrepresentation. Teams (𝑛 = 3) emphasized
that social context is critical to ensure that AI systems and bias
bounties benefit users. Regarding AI systems, participants noted
how misrepresenting users’ social context can negatively impact
users. For example, in content moderation contexts, P4 noted that
“non-English language [are] not well handled (automatic translation
errors, lack of data);” if systems incorrectly process languages other
than English, they can expose their users to toxic content. P6 also
noted that “different identities might be connected to different
levels of maturity/safety during content moderation.” That is, when
systems are unable to adapt to the social contexts of different age
groups, they also harm their users.

Social context is also critical for bias bounties. P6 stressed that
“accommodating cultural diversity” is a criterion that bounties must
satisfy in order to be effective. However, P6 qualified this by asking,
“How much cultural difference makes sense? How much of it is
represented in the technology? Is it useful to increase diversity or
granularity?” Among participants, there was a recurring theme
of seeking the right balance between representing social context
with enough detail to capture the diversity of the systems being
audited, but not so much detail that participation in the bias bounty
becomes infeasible.

4.3 Accountability
Some teams (𝑛 = 3) discussed specifics of how bias bounties should
be run. These teams stressed the importance of community-led over
company-led bounties.

4.3.1 Ownership, Incentives, and Responsibilities. Teams (𝑛 = 2)
expressed concern about the ownership, incentives, responsibility
of companies organizing bias bounties. For instance, V3 stated that
“we don’t want random tech companies to have ownership of this,”
and V1 asked, “how do we know that the distribution of data being
handled to us is not adversarially generated?” Participants argued
that companies lack incentives to run bias bounties due to: (1)
misalignment with companies’ values (V3: “it might not align with
company legal framework”); (2) harmed users not being a majority
(V1: “queer folks are a ‘small group’ at the margins and don’t bolster
overall utility or revenue maximization”); and (3) financial hurdles
for companies (V1: “any kind of audit costs money”). Worse, V1
highlighted that companies are often disincentivized to uncover
harms “because of legal risks.”

To address issues of ownership, incentives, and responsibility,
participants suggested: (1) employing a trusted third party and
partnerships with local, trusted organizations to mitigate concerns

(V3: “Partnership with local youth centers as data stewards... Tech
companies may provide tooling, not governance”); (2) drawing
upon existing audit mechanisms from other fields, e.g., software
development (V1: “mechanisms for auditing exist in software de-
velopment”); and (3) shifting incentives for companies to prioritize
ethical considerations and participate in audits. Ultimately, mit-
igating queer AI harms requires ongoing involvement from and
ownership by queer communities to ensure that ethical considera-
tions are prioritized over companies’ legal and financial risks, and
align with the values and needs of the communities.

4.3.2 Bias Bounty Operationalization. A central question of our
work is: “How do queer communities imagine bias bounties?” Par-
ticipants expressed their dissatisfaction with the current format
of bias bounties and envisioned a new, community-based bounty
format: “we envisioned it as a collaborative bug bounty where indi-
viduals can contribute with specific examples towards identifying
harms” (V2). This community-based approach would involve a
coalition formed by researchers and impacted communities, with
communities having the power to veto AI systems entirely.

Participants stressed the importance of diversity in the oper-
ationalization of bias bounties. For instance, V1 emphasized the
need for diverse data collection to robustly evaluate bounty find-
ings and better understand the distribution of system use cases,
and called for harm mitigation mechanisms beyond bias bounties,
e.g., community focus groups and distributed AI developments.
As an example, V1 called for creating a focus group comprising
of annotators, developers, and bounty participants from diverse
backgrounds to provide feedback ahead of system development.
V1 further posited, “community-led AI could reduce how much
context is lost via centralization and scale.” Thus, our participants
highlighted the need for community ownership of auditing pro-
cesses as a means to create bounties that emphasize the needs and
experiences of queer communities.

4.4 Limitations of Bias Bounties
Teams (𝑛 = 3) also reflected on the appropriateness of bias bounties
for addressing AI harms, discussing their effectiveness and ease of
participation.

4.4.1 Efficacy. Even in an ideal scenario, where the implementa-
tion of bias bounties poses no risks to participants, teams (𝑛 = 3)
still were wary of how helpful bounties can be. As V1 highlighted,
“often the answer is not here is an improvement to model, but rather
you should not be doing this... this is a harder answer for people to
stomach.” This goes beyond identifying individual harms via bias
bounties, to addressing the root causes of harms and questioning
the existence of some technical systems entirely.

Bias bounties are also challenged by the difficulty in evaluating
the severity of harms. Such evaluations often depend on individu-
als and their particular subjectivites and contexts. For instance, as
one participant explained, “Child Protection Service rips marginal-
ized children away from families... Very harmful, but people in the
system claim they are doing good. Make a framework for creat-
ing a harm severity framework instead of a single harm severity
framework.” Thereby suggesting that perspective and political moti-
vations influence the lens through which a harm severity is viewed.
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Moreover, the participant’s example illustrates that current auditing
processes do not adequately capture the complexity and diversity of
harms that marginalized communities face, therefore necessitating
a new approach to developing frameworks for harm severity.

V2 highlighted a tension between intent and impact, arguing that
there are “many things developers should think about, but they can’t
anticipate everything.” Thus, even with good intent in mind, bias
bounties fail to capture the full range of harms that marginalized
communities experience, and must therefore be adaptable to harms
that were not expected, or in the words of V3: “[we] don’t want to
lock in stone the current ways we think about LGBTQ harms and
interactions, need to leave room for growth.”

While bias bounties have their limitations, participants acknowl-
edged their value as a way to decentralize the process of identifying
biases and harms. As V1 noted, “bias bounties are nice ways to
open-source process of identifying biases and harms.” At the same
time, bias bounties are not a one-size-fits-all solution for mitigating
harms. As V1 pointed out, while a “bias bounty does not consider
ways to address biases,” “reactive systems are still an important
part of the problem since we know that we can’t catch everything
from the get-go.” However, participants found that having a vari-
ety of ways to provide feedback to AI systems, in addition to bias
bounties, would help make systems more beneficial to users. For
example, V1 questioned, even with community-owned bias boun-
ties, “Will the same power structures be replicated? Are we just
pushing the problem downstream?”; devising additional avenues
for reactively mitigating AI harms can help communities better
iteratively co-develop systems.

4.4.2 Accessibility. Multiple teams (𝑛 = 3) noted that the potential
learning curve to participating in bias bounties poses a barrier to
many communities. Particularly, V1 remarked on the technical dif-
ficulty that “[a bias bounty] requires technical know-how” there
needs to be a “Way to make it accessible to broader community
without a technical background.”. Another participant, V2 noted
that there is a “barrier to entry: [bounties are] weighted towards
technical people.” That is, not only does the required technical
knowledge pose difficulties in using systems, but it may also di-
rectly exclude entire communities from participating, which skews
who can provide input on howAI systems should work and thus, for
whom bounties can provide change. Beyond providing instructions
on how to use systems, bias bounties should “educate on the risks
of sharing data, show ways to minimize sharing of personal infor-
mation, discuss participation with parents/guardians, [describe]
general internet security etiquette, [provide a] history of how com-
munity activism has been effective in the past” (V3). Such education
can be compiled into a “digital toolkit” that is provided to bounty
participants during onboarding (V3); such a toolkit could minimize
the risks of participating in bounties, especially for marginalized
communities that face disproportionate risks of harms.

5 DISCUSSION
5.1 Enabling Interventions Throughout the AI

Pipeline
Throughout the workshop, participants reimagined auditing pro-
cesses to address queer AI harms.We found that participants desired

interventions at all stages of the AI pipeline: system formulation,
data collection for the system, system design and development, and
recourse after it has been deployed. Currently, many processes for
addressing harms (e.g., bias bounties) are only used at the final stage
of the pipeline, after the system has been deployed. We explore
how the findings from our workshop apply to different stages of
the AI pipeline, and discuss potential interventions at each stage.

5.1.1 Problem Formulation. Participants desired mechanisms to
provide feedback on the intended application domain of a system
before it is developed (§4.2.1). Furthermore, participants described
three areas for feedback from queer communities before the sys-
tem is implemented: (1) assessing the applicability of normative
practices in a new context (§4.2.1), (2) determining how resources
should be allocated (§4.2.2), and (3) clarifying the incentives that
drive the system’s development (§4.3.1). One solution participants
suggested was to organize a community-based panel to assess AI
systems; the panel’s goal is to proactively identify potential harms
by engaging with members of queer communities.

5.1.2 Data Collection. Participants also desired mechanisms for
providing feedback on data collection procedures, particularly to
prevent: the (1) exclusion of intersectional queer identities during
data collection (§4.1.1), and (2) misrepresentation of queer communi-
ties’ social contexts (§4.2.3). Participants indicated that they desired
transparency around the composition of company data, especially
as it concerns the representation of queer people. Participants de-
sired full control over how they are represented in data, towards
dismantling constraints on their expression and the fluidity of their
identity. They also expressed a desire for companies to invest in
understanding the contexts in which queer people are susceptible
to being outed, misgendered, censored, and experiencing dysphoria
(§4.2.2, §4.2.3). It is therefore paramount that companies engage
in long-term, cooperative relationships with harmed communities,
and relinquish control of data auditing processes to them.

5.1.3 Algorithm Development. Participants raised concerns about
inaccurate representations in AI decision-making and a loss of
autonomy through AI censorship (§4.1.2, §4.1.3, §4.1.4). Largely,
participants wanted ways to be precise in how they express their
identity and explanations for system behavior. Participants wanted
to leave the choice to disclose specific aspects of identity to users
themselves, rather than disclosure being a requirement to use a sys-
tem. Beyond this, participants wanted the freedom to change how
they represent themselves over time. These concerns echo the prin-
ciples of designing with affirmative consent [33, 59]; in particular,
ensuring that persons disclosing their identity are informed of what
disclosure means,being able to disclose their identity precisely and
freely, and being able to reverse disclosure without consequences.

5.1.4 Deployment. While bias bounties afford identifying biases
in deployed AI systems, participants commented on the risks and
accessibility of participating in bounties (§4.1.3, §4.4.2). Participants
desired transparency about the ownership, incentives, and efficacy
of bounties (§4.2.1, §4.3.1 §4.4.1). Participants also noted the vi-
tal importance of informed consent to participate in bounties. A
team suggested providing digital toolkits to bounty participants to
broaden participation in AI audits while reducing the likelihood of
adverse effects. these toolkits were imagined to consist of tutorials,
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information, and guidelines on how to safely and correctly engage
in community-involved audits of AI systems.

5.2 Scrutinizing Bias Bounties
We found that participants in our workshop frequently wanted
greater power in shaping bias bounties (§4.2), including defining
how submissions were evaluated, how compensation would be
disbursed, who would provide funding, and who would organize
and control the bounty. Members of a community that frequently
experience data and AI harms could quickly identify constraints on
the feedback they were able to provide about systems. This finding
reveals key weaknesses of bias bounties: what gets counted as a
harm, the need for funding for prizes, and control of the bounty
by companies often leading to late-stage interventions focused on
improving the system rather than reimagining how the system
should have been created.

We argue that this is a useful lens for understanding the limita-
tions of auditing processes. Harmed communities should not just
be participants in auditing processes, but also be asked what they
think about the processes in the first place, and ideally be involved
as co-designers and owners of the processes. Auditing researchers
often valorize expert knowledge and institutional audits; however,
holding auditing processes to the standard of scrutiny by harmed
communities will ground them in the actual needs and realities of
the people who need effective auditing the most.

Moreover, we argue that unless power disparities between com-
panies and marginalized communities are minimized (i.e., commu-
nities own bias bounties), bounties cannot be effective. In addition,
even if communities own bounties, communities (not companies)
should decide if a bounty is even appropriate for identifying the
harms of certain AI systems. Ultimately, bias bounties are incom-
plete processes—they are merely one of numerous complementary
steps that companies need to take towards building equitable AI
(e.g., co-design, mechanisms for refusal and redress). While bias
bounties can be valuable for uncovering harms in AI systems that
may not have been foreseen during development, harm anticipation,
identification, and mitigation must begin outside bounties.

5.3 Imagining Community Ownership of
Auditing Processes

Many participants questioned the ownership of bias bounties, dis-
cussing how corporate ownership of bounties is a conflict of interest
that may lead to misaligned incentives. When imagining solutions,
participants repeatedly mentioned empowering harmed communi-
ties, often to the point of giving them control or ownership of the
bounty. This insight addresses several issues of auditing processes,
while also presenting novel sociotechnical challenges for auditing
researchers. First, giving harmed communities ownership of audit-
ing processes ensures that the incentives of auditors align with the
values and needs of the communities the processes are intended to
help. Second, community ownership increases trust in the auditing.
Third, community ownership allows for auditing processes to pri-
oritize and be adapted to small communities that may be sparsely
represented in broader audits. Ultimately, harmed communities un-
derstand their issues best, and are thus best positioned to conduct
audits of the AI systems that impact them.

We now concretize what community-owned bias bounties might
look like. External elements, like a public competition to find in-
stances of bias in systems for prizes, would remain. Companies
may voluntarily provide their system and even funding for prizes.
However, we believe that bounty organizers will often have to con-
tend with auditing closed-source systems and obtaining their own
funding. While API access alone can be sufficient for auditing and
redteaming closed-source systems [53, 62], many systems lack pub-
lic API access, and API owners may take countermeasures to detect
and prevent adversarial use. Developing methods to probe systems
with limited access presents interesting directions for auditing re-
search. Furthermore, marginalized communities often do not have
the same financial resources as companies [48]. State grants and
external non-governmental organizations may provide funding;
however, these entities may have misaligned incentives and goals,
in addition to requiring specific networks to access their funding.
We argue for making community-owned bias bounties financially
sustainable by reimagining bounty work, and more broadly resist-
ing and fighting data and AI harms, as a form of mutual aid [58].
Specifically, bias bounty work should be motivated and sustained
by the direct and positive impact it has on harmed communities.
Auditing processes often require several years of work to coordinate
different experts and institutions to achieve noticeable change; in
contrast, community-owned auditing processes can have more im-
mediate and direct impacts. Creating community-owned auditing
processes would require asking new questions in auditing research,
such as what expertise and resources are needed for a bounty or
audit, and how they can be made accessible to harmed communities,
as well as how the impact these processes have can be made visible
and tangible to motivate their usage.

6 CONCLUSION
While many auditing processes exist for identifying AI biases and
harms, current operationalizations thereof are hierarchical and
reflect an epistemic authority; the companies that ask for critical
feedback are the same companies which force marginalized commu-
nities to comply with their definitions, parameters, and guidelines
around harms that may not be aligned with communities’ experi-
ences and needs. Therefore, despite the intent to promote social
good, companies may fail to valorize the knowledge and expertise
of harmed communities. As our workshop findings highlight, partic-
ipants hold shared experiences and knowledge regarding the format
of bias bounties that bounties would hinder them from providing.

We synthesize critiques of bias bounties from queer communi-
ties into several salient themes (Figure 1) and find that they span
all four components of the traditional AI development pipeline:
problem formulation, data collection, algorithm development, and
deployment. Bias bounties only allow for post-hoc interventions,
providing limited options for feedback and control from queer com-
munities. Because of this, we argue that harmed individuals must
have the ability to self-actualize beyond the role of a ‘user,’ ‘par-
ticipant,’ or ‘informant’ of their own experienced harm; instead,
communities must be offered the ability to co-design auditing pro-
cesses and collaboratively generate knowledge throughout the AI
pipeline, not just after a system is deployed. We argue for audit-
ing research that enables transferring ownership of AI auditing
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processes to the communities that are harmed so that their ex-
periences and knowledge may be integrated into new and more
effective auditing methodologies. As future work, we encourage
auditing researchers to explore feedback and control mechanisms
in the context of other auditing processes and different marginal-
ized communities, as well as concretely reimagine what community
ownership of such processes would look like.
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