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ABSTRACT
Machine translation (MT) is now widely and freely available, and
has the potential to greatly improve cross-lingual communication.
In order to use MT reliably and safely, end users must be able to
assess the quality of system outputs and determine how much they
can rely on them to guide their decisions and actions. However, it
can be difficult for users to detect and recover from mistranslations
due to limited language skills. In this work we collected 19 MT-
mediated role-play conversations in housing and employment sce-
narios, and conducted in-depth interviews to understand how users
identify and recover from translation errors. Participants communi-
cated using four language pairs: English, and one of Spanish, Farsi,
Igbo, or Tagalog. We conducted qualitative analysis to understand
user challenges in light of limited system transparency, strategies
for recovery, and the kinds of translation errors that proved more
or less difficult for users to overcome. We found that users broadly
lacked relevant and helpful information to guide their assessments
of translation quality. Instances where a user erroneously thought
they had understood a translation correctly were rare but held
the potential for serious consequences in the real world. Finally,
inaccurate and disfluent translations had social consequences for
participants, because it was difficult to discern when a disfluent mes-
sage was reflective of the other person’s intentions, or an artifact
of imperfect MT. We draw on theories of grounding and repair in
communication to contextualize these findings, and propose design
implications for explainable AI (XAI) researchers, MT researchers,
as well as collaboration among them to support transparency and
explainability in MT. These directions include handling typos and
non-standard grammar common in interpersonal communication,
making MT in interfaces more visible to help users evaluate errors,
supporting collaborative repair of conversation breakdowns, and
communicating model strengths and weaknesses to users.

KEYWORDS
machine translation, human-AI interaction, computer-mediated
communication, explainable machine learning

∗Research conducted while an intern at Google Research.

This work is licensed under a Creative Commons Attribution-NoDerivs International
4.0 License.

FAccT ’22, June 21–24, 2022, Seoul, Republic of Korea
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9352-2/22/06.
https://doi.org/10.1145/3531146.3534638

ACM Reference Format:
Samantha Robertson and Mark Díaz. 2022. Understanding and Being Under-
stood: User Strategies for Identifying and Recovering From Mistranslations
in Machine Translation-Mediated Chat. In 2022 ACM Conference on Fairness,
Accountability, and Transparency (FAccT ’22), June 21–24, 2022, Seoul, Repub-
lic of Korea. ACM, New York, NY, USA, 16 pages. https://doi.org/10.1145/
3531146.3534638

1 INTRODUCTION
To use machine learning (ML) systems reliably and safely, end users
must be able to assess the quality of system outputs and determine
their reliability to guide decisions and actions. This is challenging
when users lack information about how the system works, or its
strengths and limitations. Machine translation (MT) is one ML sys-
tem that has the potential to improve cross-lingual communication.
However, limited language skills in either the source or the target
language makes it difficult for users to determine when the model
is wrong and recover from the error.

MT can help speakers of minority languages within a given
society communicate with others and access resources. For exam-
ple, 9% of people living in the United States have limited English
proficiency [2], which can make it more difficult for them to ac-
cess critical resources including housing [25], employment [2], and
healthcare [66]. While MT has the potential to help, unexpected
and undetected errors can cause confusion, frustration, and embar-
rassment [37]. When the stakes of an interaction are higher, the
consequences can be far worse; instances have been recorded when
MT systems produced harmful or threatening language from be-
nign source inputs and vice versa, with grave consequences when
used by police or content moderators [7, 58, 62]. For speakers of
low-resource languages, these problems stand to be more frequent
due to weaker machine translation support [34].

Conversational communication is an important use case for MT
[37], and casual text-based communication mediated by MT is only
likely to becomemorewidespread asMT features are embedded into
messaging apps1 and social media sites.2 Prior research has shown
that people can have successful conversations across languages
using imperfect MT [29, 69], but it is unclear why users are able
to identify and recover from some errors, while they are misled by
1Examples include Microsoft Translator’s integration into SwiftKeys
(https://web.archive.org/web/20210329164205/https://support.swiftkey.com/hc/en-
us/articles/360001314546-How-to-use-Microsoft-Translator-with-your-Microsoft-
SwiftKey-Keyboard) and the Google Pixel 6 Live Translate feature (https:
//web.archive.org/web/20211021223350/https://www.xda-developers.com/pixel-6-
live-translate-messages-captions/)
2Facebook (https://www.facebook.com/help/509936952489634) and Twitter (https://
help.twitter.com/en/using-twitter/translate-tweets) offer users the option to translate
content using MT.
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others. As MT systems improve and produce increasingly fluent
translations, it is especially important to understand when users
are likely to be misled and how systems might intervene to promote
reliable use of MT.

To this end, we collected 19 MT-mediated dyadic text conversa-
tions and in-depth debrief interviews. During the conversations,
participants role played high-stakes employment and housing sce-
narios. In each conversation pair, one participant wrote in English,
while the other participant, who was bilingual with English, wrote
in one of Spanish, Persian/Farsi, Igbo, or Filipino/Tagalog. During
the conversation, participants annotated confusing translations,
and in the debrief interview we showed participants their conver-
sation transcript along with source messages and their machine
translations. This allowed us to document not only users’ percep-
tion of conversation quality as it unfolded, but also to identify
instances of misunderstanding and unnoticed miscommunication.
We conducted qualitative analysis of the conversation and interview
transcripts to understand user challenges, strategies for recovery,
and the kinds of translation errors that proved more or less difficult
for users to overcome.

Our findings show that users have difficulty identifying trans-
lation errors, particularly when translations are fluent and might
reasonably make sense in context. As a result, several participants
were unaware they had misunderstood parts of their conversa-
tion until the debrief interview. Uncaught mistranslations have
the potential for serious harm in real world contexts; for example,
if critical information is unknowingly misunderstood, or if erro-
neously rude translations are attributed to a person. In addition,
participants’ strategies for repair often hindered achieving common
understanding. Finally, some users tried to avoid translation errors
by adjusting their writing style and choices, but this proved difficult
to achieve in practice and risked negatively impacting the social
dynamics of the conversation.

Drawing from theories of grounding and repair in communi-
cation as well as prior work in explainable AI (XAI) and FAccT,
we identify promising paths forward to support users in identify-
ing, recovering from, and avoiding translation errors. We highlight
opportunities for interface design, model development, and inter-
disciplinary collaborations that bridge natural language process-
ing (NLP), explainable AI (XAI), and human-computer interaction
(HCI).

2 RELATEDWORK
Prior work has shown that people face challenges using MT in
conversational settings because it is difficult to assess the quality of
individual translations and, when users can identify a low quality
translation, it is difficult to efficiently repair communication. To
provide relevant, helpful, and actionable user support, we need
to understand how users assess translation quality, and when it
is particularly difficult to identify and recover from translation
errors. In this section we first connect our work to the field of
explainable AI (XAI) and the broader FAccT community. Then, we
review related literature studying MT in conversational settings.

2.1 Transparency, Explainability, and Trust in
Machine Learning

In many ML systems it can be difficult for an end-user to discern
whether an output is correct or reliable. In the HCI and FAccT
communities, scholars have explored trustworthy design for ML
models and AI as a whole [60, 63] as well how to calibrate user trust
in individual system outputs [14, 35, 72]. Research on explainable
AI cites supporting appropriate user trust as a core goal [21, 38, 49].
To use an AI system reliably, a user must consider both their trust
in the general design and technical underpinnings of a technology
to function as expected, while also considering individual scenarios
or outputs that may be more or less reliable for their needs.

In this work, we engage primarily with user evaluations of MT
reliability in conversational settings. Investigations of trust cali-
bration in ML systems often focus on contexts in which the user,
such as a domain expert, can rely on alternative assessments if
trust is questioned, such as their own judgment [59]. Often people
use MT because they need to understand a language they do not
know and for which no one is available to interpret or translate [37].
Jacovi et al. [33] describe distrust in AI as a mode of mitigating risk,
which must be present for trust or distrust to manifest [39], but it
is unclear how MT users with limited language abilities assess and
mitigate the risk of inadequate translations, or calibrate their trust
in MT. For example, a pilot study by Martindale and Carpuat [40]
suggests that users’ trust in MT was more impacted by encounters
with disfluent translations than with inadequate ones. We build on
this work by understanding how users assess translation quality,
what information they seek when they believe a translation is poor
quality, and in what circumstances they are unable to identify poor
quality translations. This understanding is key to identifying future
directions for human-centered explainable AI [22] for MT.

2.2 Machine Translation-Mediated
Communication

As their availability has increased, MT systems have become a
convenient option for people who need to communicate across
language barriers [37]. Researchers have conducted user studies
to understand how MT impacts communication [15, 24, 29, 54,
68, 70], and to evaluate new interface designs for conversational
MT systems [23, 43, 52, 67]. In these studies, participants typically
engage in text-based or spoken conversations mediated by MT
to complete a given task, for example, collaborative storytelling
[29], idea brainstorming [23], and simple games designed to force
participants to develop shared referring expressions [24, 52, 68, 70].
Some researchers have also studied MT in more realistic settings.
For example, Shin et al. observed participants using MT over the
course of a four week clinical role-play [54], and Calefato et al.
conducted a controlled experiment to study the impacts of MT in
software requirements meetings [15].

Researchers have analyzedMT-mediated communication through
the lens of grounding theory, which frames communication as a
collaborative process of establishing shared understanding [19]. In
this model, contributing to a conversation involves both producing
an utterance, and verifying that it has been sufficiently understood
by the addressee(s) [11]. Yamashita and colleagues showed that it
is challenging for people to maintain grounding in MT-mediated
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conversation because it is difficult to know what parts of your ut-
terance have been understood by the other person [68, 70]. These
challenges are exacerbated by inconsistent and asymmetric trans-
lations, which make it difficult to maintain consistent referring
expressions or make reference to an earlier part of a conversation
[70].

Prior work has also found that as users interact with an MT
system, they develop adaptive strategies like simplifying their lan-
guage, repeating and rephrasing, and guessing the meaning of
confusing translations [29, 54]. Even with these adaptations, errors
can make communication frustrating, cognitively burdensome, and
imprecise [15, 29, 37, 54]. Users may make incorrect guesses, may
not know how to rephrase in a way that improves the translation,
or they may not even realize a translation error has occurred [69].
These challenges are particularly concerning in higher stakes set-
tings and settings with a power difference between communicators.
For instance, Liebling et al. [37] describe the story of a woman
who lost a job after migrating to the United States because she
did not speak English and her employer found it too difficult to
communicate with her via a mobile MT app. Our work builds on
prior user studies with a novel focus on understanding when and
why users have difficulty identifying translation errors, and how these
difficulties impact communication. A second goal of this work is
to investigate these challenges in high-stakes conversations that
reflect real-world power differentials.

3 METHOD
To understand how users identify and recover from errors in MT,
we collected 19 MT-mediated text-based conversations in three
realistic role play scenarios across four language pairs: English-
Spanish (5), English-Farsi (5), English-Tagalog (5), and English-Igbo
(4). In this section we describe our user study and our approach to
data analysis.

3.1 Participant recruitment
We recruited English-speaking participants and bilingual partici-
pants who knew both English and one of Farsi, Tagalog, Igbo, or
Spanish through dscout, an online user research platform. Due to an-
ticipated challenges recruiting participants fluent in low-resource
languages, we also recruited from an active employee resource
group of Farsi speakers at a large technology company. Prospective
participants filled out a screener survey that asked for their reading
and writing proficiency in English and their other language on a
scale from 1 (not well at all) to 5 (very well).3 We only recruited
respondents who rated their reading and writing proficiency in
both English and (for bilingual participants) their other language
at least 4 out of 5.4 For bilingual respondents, we asked which
dialect of the language they knew, how they learned it, and how
they use it in their life (see supplementary material). We used the

3A similar scale is used in the American Community Survey English-Ability
question https://www.census.gov/content/dam/Census/library/working-papers/2015/
demo/SEHSD-WP2015-18.pdf
4Note: there was one exception who we recruited before adding an English proficiency
question to our recruitment survey. After participating in the study, this person re-
ported their English writing proficiency a 3 in a post-survey, and thus does not meet
the inclusion criteria. However, English was their primary language at their job as an
engineer in a large technology company.

answers to these questions to verify participants’ experience with
the language.

All but three bilingual participants rated their reading and writ-
ing proficiency in their non-English language a 5 out of 5; the other
three rated their reading a 5 and their writing a 4. Five of the bilin-
gual participants rated their English reading a 5 and writing a 4;
one rated their English reading a 4 and writing a 3. All partici-
pants who used English in the task rated their reading and writing
proficiency in English a 5 out of 5. 22 participants were men, 13
were women, and 1 was non-binary. Participants self-reported their
race or ethnicity as White (11), Asian (6), Middle Eastern (5), Black
or African-American (4), Hispanic or Latinx (4), Iranian (3), Black
or African-American and Hispanic or Latinx (1), and South Asian
(1); 3 did not report. The median age was 36.5 years, with a range
of 22-60.5 All participants were familiar with machine translation
prior to the study, and most were infrequent, casual users. The 10
English-Farsi participants were all full-time employees at a tech-
nology company, and 2 of the remaining 28 participants worked
in the technology industry. We refer to participants by the study
session they participated in (e.g., I1 through I4 for the Igbo-English
sessions), as well as the language they wrote and received messages
in.

We selected language pairs across a range of low to high-resource
languages in terms of NLP training data as well as diverse ge-
ographic origins. First, we selected English-Spanish as a high-
resource language pair because it is highly relevant to real world
use cases in the United States. Next, we curated a list of 32 lan-
guages that were supported by Google Translate and were spoken
at home by at least 100,000 people in the United States,6 excluding
Western European languages, Chinese, Japanese, and Arabic, which
receive relatively high MT research attention. From this list we
selected Tagalog, Farsi, and Igbo based on geographic diversity
and participant availability. According to Joshi et al.’s six-point
(0-5) scale of language resources in NLP, Igbo is classified as a 1
(very little labelled training data available), Tagalog a 3, Farsi a 4,
and Spanish a 5 (massive investment in data collection and model
development)7[34].

3.2 Study procedure
Each study session involved two participants communicating via
Google chat. We randomly assigned each pair to one of three role
play scenarios developed to reflect realistic use cases for machine
translation based on Liebling et al. [37]: a tenant-landlord discussion
about building repairs; a cleaner and client discussing workplace
safety; and a parent interviewing a prospective nanny (see supple-
mentary material). To further reflect real-world social dynamics,
we consistently assigned the role with relatively less social status
in the United States (tenant, cleaner, or nanny) to the non-English
language, and the role with relatively more social status (landlord,
client, or parent) to English. We were conscious of the risk that this
choice would reinforce stereotypical associations between immi-
grants in the U.S. and low wage care professions. However, given
our goal to evaluate MT challenges in realistic settings, we decided

5See supplementary material for details on demographic data collection.
6https://www.census.gov/data/tables/2013/demo/2009-2013-lang-tables.html
7https://microsoft.github.io/linguisticdiversity/assets/lang2tax.txt
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that it was important to simulate situations in which people who
are marginalized on the basis of their English proficiency may face
discrimination. Before the conversation began, participants gave
informed consent to participate, and we reminded them that they
could end the task at any time. One author was virtually co-present
with each of the participants throughout the session, and continu-
ously monitored the chat.

Each scenario required participants to resolve a disagreement
and schedule a time to meet. The conversation was mediated by
a custom Google Apps Script bot that translated messages using
the public Google Translate API.8 In all but four sessions, the par-
ticipant using English did not have proficiency in the non-English
language, and the other participant had written and reading pro-
ficiency in both languages. In four of the Farsi-English sessions
both participants knew English and Farsi. Participants could not
see or communicate with each other apart from the chat interface,
and they saw only their sent messages and the translations of their
partner’s messages (not the untranslated source messages) (Figure
1). Participants were asked to use any emoji to mark messages from
their partner that were unclear or confusing. These emojis were not
visible to the other person and served only as flags for the debrief
interviews and data analysis. The conversation task was complete
when the participants agreed on a time, or after approximately 20
minutes. The conversations ranged from 9 to 34 minutes (median
22), and 10 of the 19 pairs completed the task.

After the chat taskwas complete, we conducted a semi-structured
debrief interview with each participant one-on-one over video call.
These interviews were conducted in English and lasted 38 minutes
on average (range: 16-62 minutes). We asked the participant to re-
flect on their conversation, discuss anything they found challenging
or surprising, and whether they altered anything about the way
they read or wrote messages because of the MT. Next, we showed
participants a transcript of their conversation with the source text
and machine translation of every turn. For each turn they received,
we asked bilingual participants whether their understanding of the
message had changed after seeing the source message. We also
asked them to correct the translations where relevant.9 For partici-
pants who wrote in English, we focused on messages they marked
confusing and asked about their strategies to make sense of them.
Interviews were recorded with consent and transcribed for analysis.

3.3 Data Analysis
Our dataset contained 19 conversation transcripts with confusion
annotations and post-edits, and 38 debrief interview transcripts.
First, we conducted inductive qualitative analysis on the interview
transcripts [41]. The authors each independently conducted line-
by-line open coding [18] on one interview transcript from each
language pair. We then compared and discussed our codes. Next, we
repeated this process on another set of one interview per language

8We accessed the API via the Language service for Apps Script (https://developers.
google.com/apps-script/reference/language/language-app) between July 30, 2021 and
September 30, 2021.
9This process is called post-editing in the machine translation literature and is often a
part of professional translation workflows [26]. One way to evaluate MT is to compare
an MT-generated translation to a post-edited version using a string distance metric,
e.g. Translation Error Rate (TER) [6].

Figure 1: An extract of the user study interface from the per-
spective of I4, English. Complete image provided in supple-
mentary material.

pair. At this point, we converged on a tentative code book, contain-
ing seven high-level codes including “error attribution,” “uncaught
mistranslation,” “criteria for assessing quality,” “error types,” and
“confusion strategies,” each with up to seven subcodes describing
specific examples (e.g., “confusion strategies: ignore confusing part”
and “criteria for assessing quality: effort.”) We then split the remain-
ing interview transcripts and each continued this coding process
on half of the data. We were in regular communication throughout
this process, adding codes as necessary and resolving instances
where we were unsure about our coding.

We then identified two phenomena of interest. First, we noticed
that there were several instances where a participant thought they
knew what their partner was trying to say, but had in fact misin-
terpreted an incorrect translation (“uncaught mistranslation”). Sec-
ond, we noted several strategies that participants used when they
were not sure about the meaning of a translation. We conducted
deductive coding of the conversation transcripts. We read each
conversation transcript in parallel with the associated interview
transcripts and coded each conversation turn for: (a) recipient’s
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understanding of the intended meaning (total / partial / none /
bilingual), where “partial” referred to turns that the participant
indicated they understood a portion but not all of a message, and
“bilingual” referred to turns where the person explicitly relied on
their knowledge of the other language to understand a literal trans-
lation; (b) response action (ignore / repeat / simplify / add detail /
generalize / clarify / guess); and (c) uncaught mistranslation (yes
/ no). This coding process was non-exhaustive, because we relied
heavily on what users verbalized in the debrief interview. We used
these codes to connect our analysis across the interview transcripts
and the conversation transcripts, and report counts of these codes
as rough estimates of the frequency of different phenomena in the
data. Although the method is non-exhaustive, triangulating partici-
pant behavior using both interview and chat transcripts allowed
us to make sense of participant responses without interrupting the
flow of live conversation.

The 19 conversations featured 628 turns and 938 sentences. In
total, 228 turns were either marked confusing (in situ with an emoji)
or post-edited. Including turns that we coded as “none” or “partial”
understanding, or “uncaught mistranslation,” there were a total
of 236 turns that caused miscommunication or were post-edited.
Throughout the paper, when referring to or reporting the intended
meaning of messages in Spanish, Farsi, Tagalog, or Igbo, we use
participants’ post-edits, i.e., their own translations of their messages
to English.

4 RESULTS
In this section we present our findings regarding how users identi-
fied errors, when they were unable to confidently identify issues,
and how these challenges shaped conversations. In the following
section we discuss the implications of these findings for the design
of MT systems.

4.1 Fluency and dialogue flow are used as a
(misleading) proxy for adequacy

Participants used the fluency of the translations they received and
the logical flow of the dialogue as a proxy to judge translation
quality. While fluency, dialogue flow, and adequacy were often
correlated, this was not always true, leading to unidentified mis-
translations.

Participants often referred to the fluency or flow of a conver-
sation as evidence that the translations must have been accurate.
Participants described conversations as “smooth, easy” (S2, Span-
ish), “flowing” (I4, Igbo), and “pretty straightforward,” (S1, English).
Several participants felt very confident that the translations were
accurate, even without verifying that the other person felt similarly
or receiving any additional information about the quality of the
translations. As S5, English put it, “I would say like a hundred percent
of the time. I was able to understand everything that the person was
trying to say.”

However, this perception did not always align between conver-
sation partners. The Igbo speaker in I1 indicated the conversation
was “smooth, there was no confusion,” while his partner, who was
using English, complained that she “would be super frustrated” if it
had been a real life conversation. As shown in Figure 2, there was
asymmetry in how often participants were confused by translations

between the two directions of a language pair. This sometimes hin-
dered repair if the participant receiving higher quality translations
was confused by clarifying questions, not realizing how poorly their
own messages were translated. This may reflect not only underly-
ing asymmetries in quality, but also asymmetries in users’ tolerance
for errors. In the debrief interviews, Igbo and Farsi speakers, in par-
ticular, showed a higher tolerance for errors, informed by negative
past MT experiences in their languages.

In some circumstances, participants were misled by messages
that were both fluent and seemed to make sense in context, despite
conveying the wrong meaning. In I4, The parent-participant ex-
plained to the nanny-participant that: “One of my children has a
cashew allergy. Do you have experience with taking care of children
with allergies? If so have you had training with an epi pen,” but the
Igbo speaker interpreted the translation of this message to mean
that the child was stubborn, and replied, “ewerem ike ijikwa ha [I
can handle them]” The parent-participant took this as confirmation
that the nanny-participant could handle a severe allergy and moved
forward with the conversation. At the start of the debrief interview,
the nanny-participant said, “I understood everything,” (I4, Igbo) but
after seeing the conversation transcript realized he had not.

In the real world, a parent might make more effort to be certain
that a prospective caretaker has fully understood their child’s med-
ical needs. Nevertheless, this is a powerful example of how harm
could arise from translation errors that users are not able to identify.
In another example T1, English received an untranslated sentence,
“Sige po [Okay],” but the rest of the message was translated fluently,
leading him to believe that it might refer to some kind of genera-
tional slang he was unfamiliar with. Our data indicates that fluent
but inadequate translations are a particularly risky type of mis-
translation, offering additional qualitative evidence in support of
Martindale and Carpuat’s findings that fluency has a greater impact
than adequacy on people’s perceptions of translation quality [40].

4.2 Difficulty attributing errors has social
consequences

Participants were more skeptical of messages that seemed disfluent
or out of place, but still lacked information to identify whether poor
quality machine translation was to blame or if the other participant
had said something they perceived to be odd or inappropriate. This
uncertainty made it more difficult for participants to decide how
best to resolve confusion and risks negative social consequences.

Issues with tone and formality were frequent across language
pairs. One participant described messages he received as “abrupt,”
“rude,” “demanding,” and even “flirtatious” (S6, Spanish). Other par-
ticipants noticed instances where the other person seemed to be
“blaming” (T5, Tagalog), or “not respectful” (T1, Tagalog). Recipients
of these messages seemed to struggle to separate their judgment of
the translation from their judgment of the other person.

The English-speaker in one Igbo-English session easily attributed
errors to the machine translation when words weren’t translated
or when the English did not make any sense to him (e.g., when
“onwe ihemcho igwagi [I have something to tell you]” (I3, Igbo) was
translated to “self-interest to talk” ).

“If [...] the words were English, but there were a few non-
English words, then I assumed that the other person
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Figure 2: Participants using English were confused more than their partners when speaking with an Igbo, Farsi, or Spanish
speaker, with Igbo to English translations annotated for confusion at the highest rate. In English-Tagalog sessions, Tagalog-
speakers marked a higher proportion of messages they received as confusing.

typed a legible, totally legit [message] and that the
translator had for some reason not worked on a few of
those words.” (I3, English)

However, when more nuanced translation errors occurred later
in the conversation, the same participant assumed the message
reflected the other person’s intent. The Igbo-speaker, playing a
tenant, wrote “biko ke mbe i ga kpota mmadu idozie uko ulo a [Please,
when can you get someone to fix this ceiling?],” but it translated to,
“Please hurry up and get someone to fix the ceiling.” In the debrief
interview, I3, English expressed surprise by this wording, “The
please hurry up was, that was like, I don’t expect that as a landlord, I
guess.”

T1, English also found it difficult to distinguish MT errors. In
reference to one translation he initially said, “see, that’s confusing
to me, but I’m chalking that up to the person writing it rather than
the translator,” but later admitted that “I’m not sure if that was the
translator or the person writing it.” In I1, a straightforward clarifying
question was completely mistranslated and was interpreted as rude.
“I felt like the person was like, you know, this person was tired of
talking with me they just wanted me to go away” (I1, Igbo).

These difficulties influence the social dynamic both by shaping
people’s perceptions of others, but also by shaping how people
communicate themselves. People tend to mirror the language of
the person (or agent) they are interacting with [10, 12, 28], and we
saw that this remained the case even if participants weren’t sure
whether they were mirroring their partner or the MT.

“Now that I’m looking at it in English, it looks like it
[the other person’s messages] would just be as if I was
chatting with a friend, but I guess a translator makes it
formal, so I was responding more formal based on how
[the messages] were translating.” (S2, Spanish)

Ultimately, participants struggled to distinguish MT errors from
genuine interpersonal miscommunications, with potentially nega-
tive consequences for the conversation and interpersonal dynamic.

4.3 Guessing and ignoring errors can widen the
understanding gap

When users were able to identify errors, they then had to determine
how to move forward. Consistent with prior work [29, 67, 69], the
most common strategywas to ignore parts they couldn’t understand
(Table 1). Guessing the meaning was also common. When partici-
pants ignored errors, they either responded to the parts they did
understand, crafted a more general response, or changed the subject
altogether. While these strategies frequently kept the conversation
going, they sometimes created a false perception of mutual under-
standing.

If a participant believed they understood enough of a message
to formulate an appropriate response, they often chose to ignore
the part they did not understand.

“Maybe half of the sentences that translations were not
correct, but because [the other person] for a few times
said a few sentences and next to each other, I was able
to understand what he means by understanding at least
one or two of them.” (F1, English)

Participants also ignored mistranslations when they felt that the
information was not critical to completing the task at hand, seeking
enough understanding rather than perfect understanding.

“I had to [ignore an untranslated part] because I looked
at the bigger picture and I said, okay.Well, whatever [the
other participant] said there was kind of not relevant to
what I was trying to solve.” (T1, English)

When messages seemed slightly off, participants were able to
(often subconsciously) make meaning by guessing related terms
that would allow a clearer interpretation of the meaning.
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Strategy N turns
Ignore 60
Guess 21
Clarify 20
Generalize 3
Repeat 3
Simplify 2

Table 1: Ignoring confusing parts of a message was the most
popular strategy, followed by guessing the meaning or ask-
ing for clarification.

“When I go back and look at them, I think the fact that it
was basically one word, that made me think that it was
either typo or a translation thing, like the one where
they said, “I don’t have a CPR, but if you can pay for the
training, you can take a class.” Well, I just swapped out
“you” for “I,” meaning them, and that’s what I figured
was happening there.” (S3, English)

After interpreting a confusing message, participants generally
responded as best they could to continue the conversation. Some
were able to formulate a relevant response even with very little
understanding of what their partner had said.

“[The translation] basically didn’t make any sense. [. . . ]
That’s why I just kind of went and answered with some-
thing in general. Like, “When can we start this?” [. . . ]
because I wasn’t sure like this, it’s telling me that their
roofs are not going to be able to be used on Sundays
and I’m like, I don’t I don’t know what to do with this
information.” (T5, Tagalog)

If a response was sufficiently relevant, the sender of the original
confusing message often accepted this as evidence they had been
understood [20], not realizing that the other person may have made
an incorrect guess or even ignored part of their message altogether.
For example, I2, Igbo sent a message that said “enwere m oge abali.
[Have a good time],” but was translated to “I have a night time.”
The recipient interpreted the message incorrectly, explaining, “He’s
okay with nights. That’s what that means to me. I don’t think that’s
terribly off,” (I2, English) and moved on. This misunderstanding
was never caught and the Igbo speaker’s well wishes were never
received.

An accumulation of partially understood messages and vague
responses made it difficult to have a specific conversation. For
example, two participants playing the landlord role (I3, English and
F2, English) understood that the tenant-participant had a leak, but
found it difficult to ascertain its seriousness.

4.4 Avoiding errors is difficult even with
conscious effort

While many participants had theories about how to produce the
clearest translations, it was difficult to control translation quality
in practice. First, it was difficult for participants to know which
strategies worked. Moreover, even strategies that work in one case
may fail in another, and can be difficult to maintain throughout a
conversation.

The most common beliefs about MT among the participants
were that it performs poorly on long sentences and complex sen-
tence structures, that it is sensitive to spelling and grammar, and
that it often translates idioms and metaphorical language literally,
failing to convey their meaning. While these theories were largely
consistent with the limitations of MT models, putting them into
practice proved difficult. For example, two participants mentioned a
trade-off between keeping messages simple and including sufficient
detail.

“I was like, should I just like, you know, just give one
word [response]? Like “no?” [. . .O]r should I say “no
experience?” [. . . ] I don’t really know how I’ll be able to
respond to it for the person to understand.” (I2, Igbo)

More broadly, the MT model’s limitations were at odds with
realistic features of casual language. In addition to occasional typos,
users rarely used complete punctuation, and the system frequently
failed to translate messages at all when users omitted diacritics.10
Participants also frequently used idiomatic and metaphorical lan-
guage, even when they had intentionally tried to avoid it, leading
to strange literal translations, e.g., “standing water” was translated
into Farsi using the word to describe a person standing up.

An issue with attempts to simplify language is that it risks shap-
ing and constraining human communication around the limitations
of existing machine translation tools. For example, the English par-
ticipant in F1 tried rephrasing a message several times in an effort
to improve the translation. However, this process changed the tone
of his message.

“So I repeated the same sentence a few times. [. . . ] And
every time I made it simpler and simpler because he
wasn’t understanding that I need the building cleaned
by tonight. So for example, “I need this building cleaned
by tomorrow,” and very direct way of saying things,
which I usually don’t say. For example, if you were
a real cleaner, I would say, “can you please clean the
building for me,” but when I was doing [the task], I told
him, “I want this building cleaned by tomorrow.” So I
gave him very direct orders.” (F1, English)

Although the translation may have eventually conveyed the core
meaning of the source text, the MT is indirectly shaping the inter-
personal dynamic in an undesired way.

5 DISCUSSION
Two key principles of good user interface design are to prevent
errors where possible, and when errors do occur, help users quickly
recognize, diagnose, and recover from them [47]. Our findings iden-
tify important challenges that users face in identifying, recovering
from, and preventing miscommunication due to translation errors
in MT-mediated chat. We contextualize these findings in existing
theories of computer-mediated communication and human-AI in-
teraction to identify next steps for MT model development and
user interface design that could improve the user experience in
each of these areas. We end with a discussion of how systems could

10This was particularly a problem for Igbo-English because several of the Igbo-speaking
participants did not know how to access diacritics on their computer’s keyboard.
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adapt support to different contexts to provide relevant and useful
information without becoming intrusive.

5.1 Identifying and recovering from errors
It is difficult for MT users to identify translation errors without
knowing both the source and target languages. Our findings echo
concerns that this is especially difficult with current state of the
art neural machine translation systems, which can produce very
fluent translations that are not necessarily adequate [4, 40]. One
risk of language models that produce seemingly fluent and coherent
output is that people are inherently driven to make meaning from
such outputs, regardless of how they were produced or whether
they reflect anymeaning or intent [4]. In this study, participants had
confidence in their interpretation of apparently fluent and coherent
translations, even when their interpretation did not match their
partner’s intent. Thus, there is a need for novel approaches that
interrupt this process and help users identify and recover from
translation errors.

5.1.1 Make MT more visible. Participants found it difficult to iden-
tify MT errors and frequently attributed system errors to their
conversation partner. In real world scenarios, translations that are
erroneously offensive or rude translations, or that fail to convey
well wishes could alter how users are able to present themselves
and jeopardize interpersonal relationships, with potentially serious
consequences in cases where users are seeking employment or as-
sistance [28]. MT-mediated communication has historically been
designed to feel seamless and as close as possible to a chat with
someone speaking the same language [52]. However, this seamless-
ness may actually make it more difficult for users to identify and
attribute errors, and easier for them to forget that MT is in use. A
2014 study by Gao et al. found that users attributed errors less to
their conversation partner when they believed the conversation
was mediated by MT, compared to when they believed they were
speaking to someone for whom English was a second language [24].
As MT becomes more fluent, it becomes less salient to users, pos-
sibly making them more likely to attribute errors to their partner
even when they are initially aware of MT.

Future work could investigate how designs that make MT more
visible (see, e.g., seamful design [17, 31]) or adopt alternativemetaphors
for MT, such as that of an agent or interpreter [52], could heighten
users’ awareness of MT, help users identify errors, and reduce their
tendency to attribute MT errors to their conversation partner. This
is aligned with approaches to explainable AI that seek to encourage
more deliberate and critical thinking about model predictions be-
fore making a decision about whether to rely on them [13]. At the
same time, increased visibility may not always be appropriate or
desired. One challenge will be designing tools that help users rely
on predictions appropriately without adding frustration. Making
MT more visible may limit users who want to retain control over
how and whether they share aspects of their identity, including
their language abilities, which may be associated with stigmatized
social categories [3] and which can be the basis for linguistic dis-
crimination (e.g., [27]).

5.1.2 Warn users when errors occur. Helping users identify incor-
rect predictions is a challenge across machine learning domains

[21, 38]. In MT, there has been sustained effort to develop qual-
ity estimation (QE) models, which predict the quality of a trans-
lation without comparison to a reference translation and could
thus be used to warn users of low quality translations in real time
[9, 16, 56, 57]. This prediction task has proved difficult, and it is not
clear what kind of quality indicators (prediction targets) would be
both feasible to predict and helpful and actionable for end-users
[56]. One study by Miyabe and Yoshino suggests that it is difficult
for users to apply numeric quality indicators to repair translation
errors, particularly if those quality indicators could, themselves,
be inaccurate [44]. One direction for future work is to focus QE
and other translation-level information interventions on specific
kinds of errors that are particularly difficult for users to identify.
For example, our findings suggest that supporting users to identify
fluent but inadequate translations, as well as errors that change the
tone of a message should be a high priority for conversational MT.
The dominant approach to QE has been supervised learning, which
requires expensive labelled training data, favoring high-resource
languages. Given that people using MT with low-resource lan-
guages are those most in need of support, QE methods that are
effective for low-resource languages will be especially critical.

5.1.3 Support collaborative repair. Theories of repair in commu-
nication suggest that people prefer to identify and correct errors
in their own messages before sending them, avoiding the need
to expend collaborative effort on repair [50]. Prior research has
proposed interfaces that encourage self-repair, for example, by
showing users the back-translation of their message [42, 53, 68],
or suggesting changes to improve the translation [43, 45, 52], but
even with support this process is challenging for users who do not
speak the target language. Repair costs are shaped by the medium
of communication [19]; in MT-mediated communication, users’
preference for self-repair may be much weaker because they are
forced to guess if their self-repair attempt is likely to be successful.
Future work could examine lower cost mechanisms for engaging
in collaborative repair. For example, Hu et al. developed a system
that allows two monolingual people who each know a different
language to collaboratively produce high quality translations from
one language to the other using MT [30]. Another possibility is to
develop interactions that support repair without relying on MT. In
this study, participants annotated messages with emojis to indicate
to the research team that they found a message confusing, but the
other participant could not see those annotations. One participant
often received more confusing translations than the other (Fig. 2),
but it was difficult to communicate that to the other person. Offer-
ing a specific annotation that both participants can see to indicate
that an entire translation, or a portion of it, is unclear could enable
lower cost repair activities. Encouraging collaborative repair could
avoid disproportionately burdening one person in a conversation
with identifying and resolving misunderstandings. Another pos-
sibility is to offer standard clarification utterances that have been
professionally translated. Such phrases could ease the difficulty of
communicating specific issues such as pointing out untranslated
words or asking for a statement to be reworded.
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5.2 Preventing errors
It is important to be able to identify and recover from errors when
they happen, but it is even better when users can prevent those
errors from happening in the first place. Existing MT systems of-
fer little insight into model performance, despite widely varying
performance across language pairs, and even directions within a
language pair [46, 71]. Although MT developers are aware of sys-
tematic weaknesses (e.g., [5, 32, 51, 61]), this information is not
conveyed to end-users. Instead, users must develop their own theo-
ries about MT’s strengths and weaknesses through interacting with
these systems over time. Theories based on interactions with MT
in a particular language pair at a particular time may be misleading
when applied to a different language pair or after updates to the
model. Moreover, not acknowledging disparities in performance
between languages with large investments and those with less
support reinforces an expectation that speakers of lower-resource
languages should accept poorer performance. Greater transparency
into model performance across language pairs and on specific types
of language could help users better adjust their expectations, cali-
brate their trust in the system, and learn how to minimize the risk
of translation errors.

One path forward is to develop onboarding materials for new
users to teach them about the system’s capabilities and known
failure modes [1, 14, 65]. While lengthy instructions may not be
feasible across all use cases, visual and contextual indicators or
warnings could be a first step toward onboarding nudges. Further
research is needed to identify what would help users understand
what the system can and cannot do, and then apply that under-
standing to avoid harmful translation errors. This engagement must
be ongoing; when the MT model is updated and improved, users
should be kept up to date with specific guidance about how to
update their strategies for reliable use [1].

Systems could also use interactive teaching strategies [65] and
provide reminders when a user tries to use the system in a way that
is not supported. For example, human communication is rarely flu-
ent and free of errors [11], but MT systems perform poorly on text
with typos, abbreviations, grammatical errors, and other normal
features of casual language. While telling users about this limitation
upfront would be useful, even users who are explicitly aware of
these limitations struggle to abide by them consistently, especially
in text messaging where casual language is broadly accepted and
expected. As MT models are integrated into messaging apps and
social media, a priority should be to ensure they are robust to ca-
sual language. A complementary approach could be to interactively
assist users to write in a way that is suited to current MT capa-
bilities, from interventions that are straightforward with existing
technology like spelling and grammar correction, to more sophisti-
cated interventions like detecting and suggesting alternatives for
idiomatic and metaphorical language. Certainly, such an approach
would constrain how people are able to communicate when using
MT. Over time, this could lead to changes in language use driven
by the arbitrary constraints of MT models, especially if inputs to
MT systems are then used as training data for future systems. How-
ever, with careful attention to this dynamic we can help users work
within the limitations of existing MT systems, while simultaneously

expanding system capabilities to reduce those constraints in the
future.

5.3 Adapting support to the context of use
A consistent finding across study sessions was that people are tol-
erant of translation errors and can have successful conversations
without perfect MT. Because this study involved a role play, par-
ticipants may have been more accepting of partial understanding
than they would be in real life. This is consistent with the idea in
grounding theory that people’s grounding criterion, or how much
evidence a person needs that the other person has understood them
before they move on with the conversation, changes not only with
the medium of communication, but also with the purpose [19]. In
different situations, we would expect users to hold MT to a differ-
ent standard and adopt different strategies for assessing translation
quality.

Accordingly, when designing and evaluating MT models and
user interfaces, we should be accounting for the purpose of commu-
nication and evaluating how well the system serves that purpose.
Our findings and the next steps we have proposed above, for exam-
ple, are specific to MT-mediated text chat with a clear task or goal.
Translation systems that adequately serve this purpose may be
less effective for conversations with open-ended or creative goals,
such as story-telling or getting to know someone, or communicat-
ing information that needs to be understood verbatim. Translation
systems that use other modalities, such as speech-to-speech transla-
tion, also introduce different challenges. Hara and Iqbal [29] found
that people using MT over video call also face challenges identi-
fying and recovering from errors, and that users employ similar
strategies to recover, like simplifying their language. However, the
most useful interventions to improve communication may differ.
For instance, visual and audio cues may make it easier for a user to
identify misunderstanding, while text may be more conducive to
identifying and correcting specific errors [29].

Users’ purposes for MT can also shift over time, or even within
a conversation. For example, a conversation between a parent and
a prospective caretaker could easily shift between friendly chat
and building rapport, to sharing critical information about a child’s
health condition. In high-stakes discussions, such as discussing al-
lergies, people’s tolerance for errors may be very low. In fact, studies
of MT use in healthcare have found that patients and healthcare
providers prefer phrase-based translation tools over open-ended
MT because they are more reliable [48, 55, 64]. One path forward
could be considering ways to smoothly integrate different types
of translation support to match users’ relative need for accuracy
and flexibility in different contexts. Ideally, MT systems would be
designed for flexible use, offering more or less intrusive support
based on the context and stakes.

On the other hand, given that users’ criteria for assessing trans-
lation quality shift according to the context, users’ perceptions of
translation quality may be an inconsistent proxy for their actual
understanding. Several prior studies that introduce new interface
designs for MT rely on users’ perceptions of clarity to evaluate the
new system, but do not compare those perceptions against other
measurements of translation quality (e.g., professional translators’
evaluations) to determine whether users actually understood the
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intended meaning. This makes it difficult to know whether these
designs improved users’ actual understanding and quality of com-
munication, or whether they only improve perceived understanding
and quality. By engaging bilingual participants in debrief interviews
with the full conversation transcript and translations, we were able
to compare users’ perceptions of quality in situ to their under-
standing of their partner’s intended meaning. The fact that we saw
several instances of uncaught mistranslations, where a participant
thought they understood a message until they saw the original
source text, suggests a need to consider this gap more explicitly in
future evaluations of systems designed to improve understanding
in MT-mediated communication.

5.4 Limitations & Opportunities for future
work

We faced several trade-offs in designing the study to resemble real-
world high-stakes communication while remaining feasible. Here
we identify drawbacks of our approach and discuss how they could
be addressed in future work.

We recruited bilingual participants for two reasons: first, bilin-
gual participants were able to compare the source messages and
translations in the debrief interview, offering us insight into the
difference between in situ perceived quality and actual quality of
MT-mediated communication; second, it allowed us to conduct
recruitment and debrief interviews in English. However, users in
the real world are unlikely to be using MT to translate between
languages they are fluent in, making our set-up less realistic. Fur-
ther, bilingual participants were sometimes able to infer meaning
from poor quality translations that would be difficult for someone
who does not speak the source language to understand. For exam-
ple, idiomatic or metaphorical language translated literally may be
intelligible to a bilingual person because of an ability to backtrans-
late. We partially addressed this limitation in the Spanish, Igbo,
and Tagalog sessions by having only one bilingual participant in
each pair. Future work could improve on this further by recruiting
only participants who have limited or no knowledge of their target
language and hiring professional translators to assess translation
quality.

We also faced issues with the limitations of the input devices
that participants had available. Particularly in the Igbo sessions,
some users could not access certain diacritics on their laptop. It
is possible that this reflects realistic real-world use, but this is not
something that we investigated. Future work could identify what
kinds of input devices users might typically have access to when
using MT with a specific language and replicate this in user studies.

Finally, the participants knew that they were role playing, so
our study only partially replicates realistic high-stakes scenarios
and power dynamics. Our insights could be further understood by
observing MT-mediated interactions in the real world, for instance,
drawing on ethnographic methods [36] or contextual inquiry [8].
Our choice of task prompts, and the choice to put an English speaker
in the position of relative social power reflect our context as U.S.-
based researchers, and would be complemented by future work in
other cultural and linguistic contexts.

6 CONCLUSION
In this work we conducted a user study to explore how users
evaluate translation quality and recover from translation errors
in MT-mediated text conversations. 19 participant pairs engaged in
an MT-mediated role-play conversation modeled after real-world,
high-stakes scenarios in English and one of Spanish, Persian/Farsi,
Igbo, or Filipino/Tagalog. Through analysis of debrief interviews,
chat transcripts, and annotations of confusion provided by partici-
pants in situ, we demonstrate that users have difficulty identifying
translation errors and validating their own understanding, partic-
ularly when translations are fluent, but inadequate. Often these
difficulties were asymmetric within conversation pairs and par-
ticipants were not always aware of their partner’s difficulties, at
times leading them to attribute MT errors to their partner. We build
on existing scholarship in explainable AI (XAI), FAccT, and HCI
to identify directions for interdisciplinary research and design to
support users in identifying and recovering from MT errors.
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A SUPPLEMENTARY MATERIAL
A.1 Screener survey used to recruit bilingual

Spanish and English speakers and English
speakers who do not know Spanish
(dscout)

(1) Are you comfortable having a written chat conversation in
Spanish (i.e. writing and reading messages)?
• Yes
• No→ Skip to Q7

(2) What dialect or variety of Spanish do you speak? (e.g. Mexi-
can, Chilean, ...)
• Open ended, up to 140 characters

(3) How did you learn Spanish?
• Open ended, up to 140 characters

(4) What is your experience with using Spanish?
• Open ended, up to 140 characters

(5) How well do you READ in Spanish? (1 = Not well at all; 5 =
Very well)
• Scale from 1 to 5

(6) How well do you WRITE in Spanish? (1 = Not well at all; 5
= Very well)
• Scale from 1 to 5
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(7) How well do you READ in English? (1 = Not well at all; 5 =
Very well)
• Scale from 1 to 5

(8) How well do you WRITE in English? (1 = Not well at all; 5 =
Very well)
• Scale from 1 to 5

A.2 Screener survey used to recruit bilingual
speakers of English and a low-resource
language (dscout)

(1) Are you comfortable having a written conversation over
instant messaging (i.e. writing and reading messages) in one
of these languages? If you know more than one of these
language, please select the one you know the best or use
most frequently.
• I do not know any of these languages→ Knocked out
• Albanian
• Amharic
• Armenian
• Bengali
• Croatian
• Gujarati
• Haitian Creole
• Hebrew
• Hindi
• Hmong
• Igbo
• Khmer
• Korean
• Lao
• Malayalam
• Persian
• Punjabi
• Romanian
• Russian
• Serbian
• Swahili
• Tagalog
• Tamil
• Telugu
• Thai
• Turkish
• Ukrainian
• Urdu
• Vietnamese
• Yiddish
• Yoruba
• Zulu

(2) If this language features letters or characters not used in
standard English, are you able to set up your computer so
you can type in this language for an instant messaging chat?
• Yes
• No
• This language doesn’t feature letters or characters not
used in standard English.

(3) What is your experience with using this language?

• Open ended, up to 140 chars
(4) What dialect or variety of this language do you speak? (Leave

blank if you’re not sure)
• Open ended, up to 140 chars

(5) How well do you READ in this language? (1 = Not well at
all; 5 = Very well)
• Scale from 1 to 5

(6) How well do you WRITE in this language? (1 = Not well at
all; 5 = Very well)
• Scale from 1 to 5

(7) How well do you READ in English? (1 = Not well at all; 5 =
Very well)
• Scale from 1 to 5

(8) How well do you WRITE in English? (1 = Not well at all; 5 =
Very well)
• Scale from 1 to 5

A.3 Screener survey used to recruit bilingual
speakers of English and a low-resource
language (shared internally at a large
technology company)

Let us knowwhat languages you speak (other than English).
You can fill this out for up to three languages, with the option to

let us know if there are other languages you can read and write in.
During the study you will have a conversation over Google Chat,

so please list languages you can TYPE in on one of your devices.
(1) Language (and dialect if applicable)

• Short answer text
(2) How well do you READ this language?

• 1 - Not well at all
• 2
• 3
• 4
• 5 - Very well

(3) How well do you WRITE in this language?
• 1 - Not well at all
• 2
• 3
• 4
• 5 - Very well

(4) Do you have another language to add? (Shown up to 2 times)
• Yes→ Return to (1)
• No→ End.

A.4 Post-session survey used to collect
participant demographics (for
English-Farsi participants only)

Note: dscout provided demographic information for participants
recruited through their platform (including age, gender, education,
employment status, job title, race and ethnicity, household income,
and industry).

(1) How well do you READ in English?
• 1 - Not well at all
• 2
• 3
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• 4
• 5 - Very well

(2) How well do you WRITE in English?
• 1 - Not well at all
• 2
• 3
• 4
• 5 - Very well

(3) Which of these best describes how often you use an auto-
matic translation tool (e.g. Google Translate)?
• Never
• A few times a year
• About once a month
• Multiple times a month
• Multiple times a week
• Every day

(4) What is your age?
• 18-25
• 26-30
• 31-35
• 36-40
• 41-45
• 46-50
• 51-55
• 56-60
• 61-65
• 66-70
• 71-75
• 76-80
• 80+

(5) What is your gender?
• Short answer text

(6) What is your race and/or ethnicity?
• Short answer text

A.5 Screenshot of the study user interface
Figure 3 replicates Figure 1 with the full text shown.

B INSTRUCTIONS FOR PARTICIPANTS
Instructions
Welcome to the study! We are so excited to have you participate
today. Before we get started, please read these instructions and let
us know if you have any questions.
This study has two parts:

(1) Role play conversation over Google chat. (SEE YOUR ROLE
ON THE NEXT PAGE)

(2) One-on-one follow-up interview over video call. We will ask
you to open and edit a Google doc during the interview.

**IMPORTANT** During the chat portion, use emoji reactions
(any emoji is fine) to mark messages that you receive when-
ever you are not sure whether you have understood what
your partner is saying.
TO GET STARTED:
Go to chat.google.com and log in with these credentials:

USERNAME: [Participant gmail account]

PASSWORD: [Password, randomly generated and reset after each
session.]
[You should start the conversation/ by sending a direct message to
TranslateBot./Your partner will start the conversation and you will
see their message (translated) in the chat with TranslateBot.]
Key points:

• Send messages in [English/Spanish/Farsi/Tagalog/Igbo] only.
• Stay in character. Do not share any personally identifiable
information.

• Mark messages with an emoji reaction if you’re not sure you
understood what your partner is trying to communicate.

• Your partner’s messages may come in slowly sometimes and
you will not be able to see when they are typing, so please
be patient when waiting for a response to your messages.

• The conversation is over when you schedule a time or after
30 minutes, whichever comes sooner. We will watch the
conversation and confirm when you are done.

• If you have any questions, unmute and ask at any time.

YOUR ROLE IS ON THE NEXT PAGE! »>
[page break]
You will be using: [English/Spanish/Farsi/Tagalog/Igbo]
Your role: [Cleaner/Tenant/Nanny/Real estate agent/Landlord/Parent]
Role description: [Relevant description (see below)]
Your availability: (yellow shows times when you are available) [One
of the two calendars in Figure 4]

B.1 Tenant
You live in a rental apartment that is old and poorly maintained.
There’s always something broken in your apartment, and it has
started really interfering with your ability to work from home. You
always let your landlord know when there are problems. They
sometimes try to help, but recently they have been too slow to
respond and you’ve had to fix things yourself.
You’ve just noticed a drip from the ceiling in your bathroom. You’ve
placed a bucket underneath but the paint is starting to sag and
you’re worried about flooding. Text your landlord to let them
know about the leak and ask for help. You expect them to or-
ganize and pay for all the work; this looks like it could be a big
job.
Find a time for someone to come and fix the leak. The calendar
below shows your availability:

B.2 Landlord
You are a landlord and you manage a small apartment building. One
of your tenants is always texting you complaining about problems
in their apartment. The wifi is too slow, or the washing machine
is too loud, or the neighbors are smoking. You try your best to be
responsive but you feel like sometimes they are too demanding.
You get a text from your tenant - there’s another issue. Find out
what is going on and how serious it is. If they need help, deter-
mine who would be the appropriate person to call (e.g. plumber,
electrician, roofer). Your task is over when you either: agree that
no help is needed, or arrange a time for someone to come fix
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Figure 3: The user study interface from the perspective of the participant using English in session I4.

it. The calendar below shows when you or a plumber11 is available
to visit the apartment:

B.3 Nanny
You are a part-time nanny and you are looking for a new family to
care for. A parent texts you wanting to find out more about your
experience and availability. Answer their questions and try to
get the job.
Some facts about you to help you answer the parent’s questions:

• You have a flexible schedule, but you balance nannying with
another job so you need advance notice before your shifts.

• You have a driver’s license but no car.
• You don’t have any specialized healthcare training (e.g. CPR),
but if the parent pays for it you are happy to do a course.

11Participants pointed out that this was an error in the instructions, as it gave away
that a plumber was needed. Future work using this protocol should correct this.

(Note: you don’t have to get all of this info across, just use it if you
need help answering the parent’s question.)
If the parent asks any questions you don’t know the answer to, feel
free to get creative.
If the parent thinks you might be a good fit, they will ask you to
come to their house for an interview. The calendar below shows
your availability for the week:

B.4 Parent
You are looking to hire a part-time nanny. You have two children, a
6 month old and a 2 year old. A friend recommended someone and
you would like to find out about their past nannying experience.
Here are a few of your constraints:

• One of the twins has a severe allergy to cashew nuts, so you
want to make sure the nanny has training in how to care for
kids with allergies and how to use an EpiPen.
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Figure 4: Each participant in a pair was shown one of these two calendars to indicate their availability. Each calendar has eight
available two hour blocks, but only two overlap.

• You have a large dog, so the nanny needs to be comfortable
with dogs.

• You sometimes work late at night or travel on the weekends,
so they need to be okay with staying over at your house
occasionally.

• Your older child needs to be driven to and picked up from a
kids play group twice a week.

Text the nanny to find out whether they meet these needs.
Once you have a sense of their experience, arrange a time for them
to come to your house. The calendar below shows your availability
for the week:

B.5 Cleaner
You work for a cleaning company and you’ve been assigned to a
job. You normally do routine home cleaning, often for nice homes
that are about to go on the market for sale.
You show up to find that the house is extremely run down. Worse,
the walls are covered in mold in multiple rooms. You weren’t
warned about biohazards and you didn’t bring any special equip-
ment. You have severe asthma, and exposure to mold for long
periods could make you very sick. You’re nervous to confront the
client because if they complain to your employer you could get in
trouble and you can’t afford to lose your job right now.
Text the client to explain the situation and let them know
you cannot clean the house today. Negotiate with the client to
find a solution that meets their needs and protects your health.
Agree on a time by which the work can be finished. The calendar
below shows your availability:

B.6 Real-estate agent
You are a real estate agent and you work for a large agency. You’ve
been assigned to sell an old, run-down building for a very important
client that needs to close the sale ASAP. You have a few potential
buyers lined up for tomorrow and you’ve hired a professional clean-
ing company to come and clean up the place before they arrive.
Someone arrives to start cleaning, but they look concerned. You’re
frustrated because you’re under a lot of stress with this sale and the
last thing you need is a delay right now. Discuss and resolve the
situation with the cleaner. Agree on a time by which the work
can be finished. The calendar below shows your constraints:
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