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Abstract

Textual data can pose a risk of serious harm.
These harms can be categorised along three
axes: (1) the harm type (e.g. misinformation,
hate speech or racial stereotypes) (2) whether
it is elicited as a feature of the research de-
sign from directly studying harmful content
(e.g. training a hate speech classifier or au-
diting unfiltered large-scale datasets) versus
spuriously invoked from working on unrelated
problems (e.g. language generation or part of
speech tagging) but with datasets that nonethe-
less contain harmful content, and (3) who it
affects, from the humans (mis)represented in
the data to those handling or labelling the data
to readers and reviewers of publications pro-
duced from the data. It is an unsolved prob-
lem in NLP as to how textual harms should be
handled, presented, and discussed; but, stop-
ping work on content which poses a risk of
harm is untenable. Accordingly, we provide
practical advice and introduce HARMCHECK,
a resource for reflecting on research into tex-
tual harms. We hope our work encourages eth-
ical, responsible, and respectful research in the
NLP community.

1 Introduction

Textual harms can arise through a multitude of
complex channels. The first degree of complexity
comes from what type of harm is contained in the
content itself. Misinformation can spread a culture
of distrust, contaminate the information landscape
and polarise groups (Mihailidis and Viotty, 2017;
Au et al., 2021). Hate speech and abusive language
can pollute online communities, inflict long-lasting
trauma on its victims, and desensitise bystanders
(Waldron, 2012; Vidgen et al., 2019). Negative
social stereotypes and misrepresentations of indi-
viduals or groups can perpetuate traditional power

imbalances in society, lead to the unjust allocation
of opportunities or resources and promote discrimi-
nation towards the ‘undersampled majority’ (Buo-
lamwini, 2017; Blodgett et al., 2020).

The second axis of textual harms concerns why
they appear during the research process. Some
NLP research actively studies harmful phenomena
in language, such as hate speech, extremism, misin-
formation, prejudice, or toxicity. In these areas, the
risk comes from elicited harm, where exposure is
a direct consequence of research design. However,
work in seemingly unrelated NLP domains (e.g.
NLG, part-of-speech tagging, or semantic search)
may still encounter spurious harms in datasets, es-
pecially if these are large-scale and scraped from in-
ternet sources (Luccioni and Viviano, 2021; Dodge
et al., 2021; Kreutzer et al., 2022).

Finally, harm can be categorised as to who it
affects and when. Broadly, we focus on three broad
groups of people: (1) data subjects, i.e., the hu-
mans and groups represented in the data who may
suffer primary trauma from negative stereotypi-
cal representations, damaging associations or toxic
language; (2) data handlers and researchers, i.e.,
those who curate, collect, annotate, or audit the data
and those who code, analyse or write-up the results
may face a risk of vicarious trauma from exposure
to harmful material (Vidgen et al., 2019; Newton,
2020; Pyevich et al., 2003); and (3) readers and
reviewers, i.e., those who consume publications
written about the harmful content may be exposed
to verbatim examples or screenshots.

Each of these axes presents concerning ethical
and methodological challenges which need to be
addressed for the field to advance in a responsible
and equitable manner. If left unaddressed, a lack
of adequate safeguarding could lead to harm per-
petuating through the research process; academics
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from less well-represented groups leaving or not
entering the community; reduced readership of aca-
demic outputs; and reduced awareness of existing
harmful content. Simply avoiding all research that
poses a risk of harm is an untenable solution be-
cause at the same time, researchers have a duty to
investigate textual harms contained in our datasets
and appearing in the wider online landscape.

As a community of researchers and data practi-
tioners, we need to communicate clearly about lin-
guistic elements contained in data as a basic func-
tion of research. Often, this involves giving ver-
batim examples; synthetic examples which closely
reflect the original content; or detailed descriptions
of data. We need to study and discuss problematic
data without inadvertently entrenching problematic
ideas or propagating harms to data subjects, with-
out distressing readers, with minimal emotional toll
to the researcher, and without the risk of being mis-
quoted or misconstrued as aligning with the views
represented in the harmful content.

A new framework is needed to outline ethical
obligations on researchers, and to find a common
ground for continuing research on textual harms
in a safe, responsible, and respectful manner. In
this paper, we address the lacuna in existing NLP
research practise by describing the harms and risks
contained in text, who they affect, and what can be
done about it. To ease the adoption of these recom-
mendations, we present HARMCHECK, a checklist
for transparent, responsible, and reflexive reporting
of textual harms.

Any paper that discusses harmful content should
have a clear content warning in the introduction
or abstract at least a page before any examples are
shown. The content warning should contain a brief
description of the harms and distance the authors
from any harmful examples. For this paper:

Content Warning: This document discusses ex-
amples of harmful content (hate, abuse, misinfor-
mation and negative stereotypes). The authors do
not support the use of harmful language, nor any
of the harmful representations quoted below.

2 Harms and Risks in NLP Data

Data is fundamental to nearly all areas of NLP but
in recent years, more energy has been directed to
quantity over quality. The advent of large-scale,
pre-trained models has intensified the search for
more data. To deal with the demands of deep learn-
ing, data curators and researchers have turned to

enormous internet-scraped datasets such as Com-
mon Crawl Corpus or WebText. As these unstruc-
tured corpora become larger, the risk of them con-
taining harmful content increases, and the larger
the dataset, the more difficult it is for humans to
explore what is in the dataset and audit for quality
or toxicity (Hanna and Park, 2020; Luccioni and
Viviano, 2021; Kreutzer et al., 2022).

The harms posed in a dataset itself can be echoed
by models trained on it. The transfer of dataset
harms to model harms is particularly pertinent
with pre-trained, large-scale models because of
two reasons. First, as Bommasani et al. (2021)
argues, large language models have emergent capa-
bilities which are difficult to fully understand. Sec-
ond, these models are high-performing and widely-
accessible on repositories such as HuggingFace so
have been adopted by researchers and practition-
ers for a variety of downstream tasks. However,
the original training data is rarely available and
even if it were, an enormous amount of resources
is required to train a model from scratch on alter-
native or augmented data. These factors make it
more likely large-scale pre-trained models will be
applied ‘out-of-the-box’ (Kirk et al., 2021b), that
users of them do not audit the data before applying
it, nor understand the risks contained in the pre-
trained checkpoints. As such, spurious harm can
be encountered both in the dataset (when audited)
and in the model’s behaviour and outputs.

The proclivity of large-scale models to inherit
negative stereotypes and toxicity from the training
data emboldens the need for audits and improved
data quality. The movement towards data-centric
AI prioritises data acquisition and diversity over
model complexity (Paullada et al., 2021). A body
of evidence shows how data optimisation can lead
to substantial performance gains (Xu et al., 2021)
and that dataset quality is critical for safer and
more robust AI models (Sambasivan et al., 2021).
While this move is welcome, it may mean NLP
researchers increasingly spend more time working
with textual data, qualitatively inspecting datasets,
auditing their contents and reviewing labels.

We recognise a distinction between elicited and
spurious harms. Some activities elicit harms: com-
piling a dataset of hate speech, for example, or
auditing a dataset for stereotype propagation. In
this case, an actor uses their agency in an attempt
to discover and thus elicit harmful text. While on
the one hand these elicited harms pose a greater



risk due to the increased density of harmful con-
tent, on the other hand, researchers, annotators and
reviewers are aware of the risks a priori and can
prepare (§3.1). However, the potential for encoun-
tering harms exists even when one is not looking
for them, in part due to wider use of large-scale
datasets and pre-trained models. This latent risk,
which we term spurious harm, is concerning as
people who interact with the data may not be aware
of or prepared for it.

In the following sections, we first offer a general
definition and discussion of harmful content, then
describe who is at risk of harm.

2.1 What is Harmful Content?

By ‘harmful content’ we mean content that neg-
atively impacts the emotional, psychological or
physical well-being and safety of an individual,
group or society of humans. What constitutes harm-
ful is deeply predicated on historical and contem-
poraneous context, as well as who it comes from
and is directed at. Harmful content is thus an open
class, that is, we cannot enumerate all possible
sources and types. Weidinger et al. (2021) sum-
marised the NLP ‘risk landscape’, with a taxonomy
of six risk areas: fairness and toxicity, privacy, false
information, malicious use of NLP tools, interac-
tions between humans and AI agents, and wider
societal impacts on the environment and the econ-
omy. We focus on harm contained in NLP data
such as disinformation (Derczynski et al., 2015),
propaganda (Da San Martino et al., 2020), incen-
diary and manipulative messages, descriptions of
harmful acts, hate speech (Vidgen and Derczyn-
ski, 2020), threats of violence, abuse, slurs, sexist,
racist and otherwise marginalising and negative
stereotypes (Birhane and Prabhu, 2021).

In addition to the variety of textual harms com-
plicating our definition, the harms suffered by in-
dividuals from such content can vary; being both
short- and long-term in effect, and affecting indi-
viduals both directly and indirectly. For instance,
online hate can create severe mental health prob-
lems for victims (a long-term and internalised form
of harm) but also cause a second-order harm on
those handling or moderating the content (Pyevich
et al., 2003; Dubberley et al., 2015; Spangenberg,
2022; Newton, 2020). Quantifying the degree of
internalised harm to an individual is difficult be-
cause experiences of harm are intimately related
to that individual’s identity and lived experience.

The same piece of content could affect individuals
idiosyncratically: for example, a self-identifying
woman studying a dataset of online misogyny may
be more affected by its content than a equivalent
man, especially if she has been personally targeted
by similar attacks in her past. Furthermore, not
every individual can observe the same harms due
to societal positionality (§2.2).

Harm to society interacts with individual harms.
In one direction, societal-level harms can deepen
individual-level harms. Representational harms,
for example, emerge from sexist, racist, ableist,
and otherwise unjust historical, cultural and norms
(Blodgett et al., 2020; Ahmed, 2007). These repre-
sentational harms can lead directly or indirectly to
allocational harms, where under-served groups face
inequitable opportunity and access to resources,
reflecting back a deep-rooted culture of injustice
and discrimination onto individuals. In another
direction, individual-level harms can amass into
societal-level harms. Electoral disinformation can
lead to individuals attending the wrong location
to vote, disrupting the democratic process, while
climate change or vaccine misinformation targeted
at individuals can enforce a negative externality on
wider society and its members.

2.2 Who Decides What is Harmful?

The designation of content as harmful has social
and political (and, as we argue, methodological) im-
plications. This is perhaps best exemplified through
content moderation on social media, where the la-
belling of content as ‘misinformation’ or ‘hateful’
is routinely contested. In a study of perceptions
of hate speech, Costello et al. (2019) show that
men and political conservatives find hateful mate-
rial less disturbing than women or liberals. Criti-
cal data scholars (Benjamin, 2019; D’ignazio and
Klein, 2020; Birhane, 2021) contend that those at
the receiving end of harm and injustice hold the
epistemic privilege to define harm from their lived
experience – while those occupying the most priv-
ileged position in society are poorly equipped to
recognise it, a phenomena D’ignazio and Klein
(2020) have termed as the privilege hazard. For
example, given the problematic history of the term,
it shouldn’t be up to white folks to decide if a use
of n*gga is offensive or not. The experiences of
individuals and communities at the margins of so-
ciety who often disproportionately face abuse, hate
speech and marginalisation must control and shape



understanding of harm (Weidinger et al., 2021).

2.3 Who is at Risk of Harm from Text Data?

We identify three groups that can be harmed from
text data:

Those represented in the data The humans rep-
resented in the dataset are at risk of harm both from
(a) what it does contain and (b) what it omits. The
first of these can be considered harms from ‘hyper-
visibility’ (Noble, 2013), where groups may be the
subjects of false claims, bigotry, negative stereo-
types and/or derogatory terms. The harm begins
with such textual (mis)representations, that is in-
dividuals and groups are already harmed by the
text before it becomes data, and they become data
subjects. When the relevant text is subsumed into
a dataset, that harm becomes “frozen in time” and
perpetuated as far as that dataset is spread. The sec-
ond risk of harm comes from ‘erasure’, where the
lived experiences of entire groups and communities
are omitted from the data and thus rendered invisi-
ble to NLP systems (Jo and Gebru, 2020). These
two forms of harm – the inclusions and the omis-
sions – can interact in pernicious ways, i.e., when
certain groups are represented rarely and these rep-
resentations are harmful portrayals.

Presenting harmful content in research publica-
tions without the necessary precautions and safe-
guards risks propagating the harm to data sub-
jects. This is the case for misinformation where
spreading known-harmful ideas and false claims
without making the problems with them unavoid-
ably evident can lead to ambiguity. Exposure to
false headlines increases the chance of their false
claims being accepted and normalised, even when
the reader knows they are false (Pennycook et al.,
2018). Research that presents negative stereotypes
without cautions contextualisation and qualifica-
tion also risks further entrenching the associations
in the dataset, deepening the harm to the data sub-
jects (Barlas et al., 2021). In particular, when re-
searchers are from a different background to those
that are subject to harms, there is a greater risk of
treating the content as de-humanised data that can
be studied from a relative distance in an abstract
manner – rather than something that has direct im-
plications for the subjects’ representation, welfare,
and safety. This dehumanisation-by-datafication in-
creases the risk of a disrespectful or harmful repre-
sentation of the data subjects (Leurs and Shepherd,
2017).

Those working with the data People who are
exposed to harmful text at any stage during the re-
search process are at risk of vicarious trauma. At
the earliest stage, dataset curators and creators,
i.e., the people who search for or collect dataset
entries, may come into contact with harms, for ex-
ample, using keyword searches on the Twitter API
to find online hate or scraping a political sub-reddit
and finding racist posts. After the data is collected,
data handlers and processors, i.e., the people who
write code or clean the data, may come into con-
tact with harms. For example, with a dataset con-
taining a high-proportion of abuse, simply using
commands to view the data like df.head(3) can
inadvertently expose the coder. Once the data has
been processed, harms arise during analysis. For
example, in unsupervised learning, topic labels are
assigned by reading the most representative docu-
ments, or in supervised learning, entries are given
labels and models may be interrogated with quali-
tative error analyses. Data labellers or annotators
are at particular risk of harm, especially in situa-
tions where harmful language is the phenomena of
study. From repeatedly viewing harmful content
for extended periods of time, annotators of harmful
content may face similar psychological risks and
emotional toll to content moderators, such as post-
traumatic stress disorder, secondary trauma, and
burnout (Steiger et al., 2021).

During the write-up stage of research, there is a
direct welfare risk to the authors, who discuss, sum-
marise or directly quote examples of harmful con-
tent. There is also an indirect reputational risk, that
their examples may be misconstrued as represen-
tations of author beliefs, through careless reading,
ambiguous presentation, or being taken out of con-
text. While misconstrual can occur maliciously, it
can also happen accidentally, for example through
unfortunate crops created in photographs of presen-
tations, screenshots of papers, or even resting on a
screen while re-arranging windows.

Those consuming research about the data
People reviewing and reading papers or attending
talks produced about or from the data, may be dis-
tressed by exposure to harmful examples. With
poor justification for and presentation of harmful
examples, reviewers can object to inclusion of such
content and give lower reviews or even ask for desk
rejects. Consider this paraphrased review com-



ment:1

Ethical issue: Even though the authors
added a trigger warning in the paper, it
was still uncomfortable for me to see
examples along the lines of “I want to
murder Muslims" in this manuscript. Re-
searchers should confine themselves to
discussion of their novel methods; it’s
not relevant to include so many distract-
ing and useless quotes.HARM

FUL QUOTE

On the one hand, this comment summarises the
welfare risk to readers (as well as the harm and
distress this hateful content might cause the Muslim
community themselves) from presenting verbatim
examples of harmful content. On the other hand,
these examples of harmful statements may need
to be pointed out to demonstrate the severity of
problems that authors are seeking to solve.

3 Guidelines for Handling and
Mitigating Textual Harms

In other areas of academic research, there are well-
established practices for reducing the risk and sever-
ity of harm. People working in a chemistry lab
are protected by safety protocols for working with
materials that present hazards, such as poisonous
gases or radioactive substances. Similarly, there
should be protocols for reducing the risk of harm
to those working with hazardous materials in lan-
guage. This section outlines ways of reducing the
risk of harm from NLP data. Researchers are en-
couraged to use these guidelines as they are of-
ten best placed to take steps to protect themselves,
those represented in the data, and those who con-
sume outputs about the data. We present our guid-
ance in chronological order of the contact points
which can arise during research and practice.

3.1 Mitigating Textual Harms From the
Offset

Data never emerge in a social, cultural, historical
and contextual vacuum – they embed and perpetu-
ate deeply held social norms, historical injustices,
and uneven power dynamics. NLP datasets, includ-
ing the harmful content they contain, cannot be
neatly disentangled from these factors. The harms
in text, therefore, cannot be solved through techni-
cal fixes from individual researchers. Instead, they

1We have added a watermark to warn of the harmful state-
ment quoted in this excerpt.

require acknowledging the systemic roots of harm,
challenging unjust systems, envisioning alternative
world views and eventually working towards mak-
ing such visions a reality. However, although tack-
ling harmful content in datasets requires broader
systemic change, actions that challenge structural
change are far from useless. There also exist var-
ious ways in which NLP practice might assuage
harms and eventually contribute towards culture
change, even if only in an incremental way.

The first opportunity for harm mitigation is dur-
ing data curation and selection, in order to avoid
harms to the data subjects becoming frozen in time
in a dataset. Indeed, some unlabelled corpora used
to train large language models are filtered to re-
move the most obvious forms of toxic language.
Pre-filtering, while arguably a priori desirable,
must be cautiously approached because it can itself
censor and erase marginalised experiences (Dodge
et al., 2021). For example, by crudely removing
language that could be considered harmful (e.g. by
removing any use of potentially reclaimed terms,
such as n*gga), the language of entire communities
can also be excluded. When harmful language is be-
ing studied, data curators typically have no choice
but to include harmful content in their datasets. For
example, it is difficult to study hate speech with-
out a dataset that contains some instances of hate.
However, despite this practical necessity, they still
have an obligation to mitigate the propagation and
entrenchment of harms through their work. Thus,
in our guidelines for handling, presenting and pub-
lishing research, we refer primarily to handling and
presenting elicited harms because this is where the
risk of harm is greatest and most direct.

3.2 Handling Textual Harms

The process of studying harmful text – whether
as a machine learning engineer, social scientist,
data labeller, auditor or otherwise – creates a clear
risk of harm from repeated exposure (Einwiller and
Kim, 2020). Several practical steps can be taken
during the research process to mitigate this harm.

Brief It is important that researchers understand
the goal and social mission of research which in-
volves toxic content, as well as the likely risks that
will be encountered. Without having reviewed the
dataset by hand, lead researchers should outline
the likely harms that will be presented given prior
experience. Research teams should avoid engaging
in projects without any researcher who has some



prior experience or without extensively reviewing
prior research and critically examining the upcom-
ing task. Ultimately, researchers should have a
realistic understanding of the likely risks they are
facing before starting work.

Check in There should be a direct channel of
communication between all involved parties - se-
nior researchers, research assistants and annota-
tors. Feedback from the research team should be
explicitly and frequently elicited during research.
Feedback mechanisms should be available that are
both anonymous and individual, giving opportuni-
ties for people with different preferences to provide
meaningful updates on their experience of the work.
Ensuring adequate feedback opportunities is the re-
sponsibility of the senior researchers on a team.
Regular feedback can also aid the research process
by creating multiple touchpoints between all parts
of the research team. Note using crowd-sourced
workers may limit the effectiveness of communica-
tion about the annotation process, a concern which
researchers should consider when designing their
annotation process and building annotation teams.

Limit The risk of harm faced by researchers can
be minimised by reducing their exposure to con-
tent. For some researchers, such as annotators, this
exposure is unavoidable – but can be minimised by
using more efficient techniques for working with
data. For instance, active learning and continuous
learning minimise the total amount of data that is
needed for a given project. In some fields, such as
computer vision, techniques have been developed
to enable researchers to carry out their work whilst
minimising the risk of harm, such as greyscaling
images (Das et al., 2020). Similar approaches for
text could be considered, such as masking harmful
words, although this is likely to constrain research
and may not be a worthwhile tradeoff. For people
involved in other parts of the research process, such
as machine learning engineers, engagement with
data can be substantially minimised by more effec-
tive data processing. For instance, harmful text can
be replaced with dummy data whilst establishing
coding pipelines – and the real data only merge
back in once models need to be trained.

Support Mental health and psychological sup-
port services should be in place for all who come
into contact with harmful text, and made accessible
with as few barriers as possible. This is particu-
larly important in contexts where there is social

stigma associated with seeking help or where those
working with data are concerned about how they
may be perceived. This can help both address neg-
ative experiences when they occur, and build re-
silience within teams (Steiger et al., 2021). These
endeavours should translate into practical tools and
processes for providing support through different
interventions. They should be varied, and fit the
needs of the person at risk of harm. In some cases
and when possible, research teams may need to
consider paying for support. In-person counselling
services should also be considered, when possible,
perhaps through the host institution. At a mini-
mum, there should be a space for people working
with harmful text to talk about that text with other
humans, even just anecdotes or venting (Marwick
et al., 2016).

De-Brief At the end of the research process, se-
nior researchers should explain to their team the
impact of the work and comment any unique or
unanticipated issues that were encountered. This
process should be as ‘horizontal’ as possible, en-
abling all researchers to express their views and ex-
periences in an open dialogue. The de-brief is a use-
ful opportunity for researchers to identify lessons
learnt, refine processes and take steps to mitigate
the risk of harm in the future.

3.3 Presenting Textual Harms for Publication
When publicising research about harmful phenom-
ena, authors need to take steps (1) to protect and
respect those represented in the dataset, (2) to warn
of harm and limit exposure to those reading the re-
search, and (3) to distance their own opinions from
the harmful views or examples being discussed.
These aims can be achieved using a selection of
five techniques: preview – distance – disclaim – re-
place – respect. These steps are inspired by journal-
istic practice (Politifact, 2014; The Annenberg Pub-
lic Policy Center, 2012), where it is important to
be precise when establishing and positioning nar-
ratives. While the best way of reducing harm is to
not give examples of harmful content at all, pre-
cise exposition and argumentation of a method or
motivating problem in research sometimes requires
these examples. This section details measures that
can be taken to reduce the negative impacts of those
examples.

Preview Readers need to know what to expect.
The relevant section of a paper, video, audio, or
code should indicate the kind of harmful content



that is coming up. Authors should preview or sign-
post the upcoming content in a consistent fashion.
For example, give a warning in a visually distinct
style. Avoid placing harmful content on the first
page or above the fold, so that the audience gets a
chance to decide whether they want to see it. Some
might like to give a ‘content warning’ ahead of po-
tentially troubling content but trigger warnings can
risk reinforcing harm (Bridgland and Takarangi,
2021). When an example is required, format ex-
amples all the same way, so there is a consistent
theme in presentation and examples are thus more
readily identifiable as distinct from core content.

• No harmful content on page 1 / above the fold
• Warning about the content at least a page

ahead
• Place a warning sign over the content

Distance In the case of harmful content, it is im-
portant to clearly distance the research on the data
from the viewpoints and material contained in the
data. It must be absolutely clear to even a casual
observer that an example of inciteful, biased, false
or hateful content is not from the authors them-
selves. This can be achieved visually, by, for exam-
ple, including a bold highlight by each problematic
example or including a watermark that overlaps the
example in the paper (see Figure 1). This would
also make taking misrepresentative screenshots of
a paper or presentation difficult, further protect-
ing the authors. Harmful content examples can
also be presented less strongly, perhaps with re-
duced contrast / opacity by using for example a
grey font (Karunakaran and Ramakrishan, 2019) or
blurred images (Das et al., 2020). An alternative is
to replace some terms with placeholders, e.g. “that
[IDENTITY] is a [SLUR]" or “I hate [IDENTITY]",
to convey syntax and some semantics but avoiding
actual hate towards a specific target group (Röttger
et al., 2021; Kirk et al., 2021a).

• Visual distancing through watermark overlay
• Format harmful examples consistently
• State that examples are examples
• State that harmful content is harmful
• Use minimal examples: crop, recolor, blur,

truncate

Disclaim Clearly identify the content’s origin
and thereby disclaim it as an example. For ex-
ample, political ads should be labelled as “political

Figure 1: Example of chat history from an online game.

content" and a distinct visual style should be used.
This can intersect with the content in order to make
it clear that the example is not part of the body
of a paper or a scientific graphic. If possible, the
provenance of the content should be identified, pro-
vided this is in-line with privacy regulations and
ethical concerns; it sometimes may be best to say
platform of origin and date e.g. “From a Twit-
ter user, November 2020". It may make sense to
present a disclaimer that the harmful text does not
represent authors’ views. This should be close to
the examples so that people who are focused on
only a sub-part of a document (e.g. skim readers)
are made aware of the distancing without reading
everything that came beforehand.

• Place disclaimer overlapping the example
• Consider giving attribution to harmful content,

stating its source, if this discredits it

Replace It’s important to not let the sentiments
expressed, or conclusions reached, in harmful con-
tent stand uncorrected – the harmful narrative
should be replaced, where possible, with accurate
messaging. For instance, examples of false claims
should be explicitly flagged and accompanied by
the relevant true claim. For abusive language, this
could be a statement or re-statement of the nature
of abuse in the example.

• Include a correction close to the content
• Wrap up sections discussing examples with a

corrected claim
• Re-state the type of harm close to the content

Respect Present people targeted in harmful text
with respect. Harmful content is dispropor-
tionately targeted on identities who are already
marginalised, vulnerable or under-represented, in-
cluding groups defined by their race, gender,



(dis)ability, sexuality, religion and more (Amnesty,
2018; Abid et al., 2021). This is particularly perti-
nent in relation to online hate, but is true for other
harmful content (e.g. personal attacks and misinfor-
mation).Giving examples of harmful content that
targets these groups (who we have referred to as
“data subjects"), even with appropriate safeguards,
risks repeating and propagating those harms. As
such, it is critical that the groups represented in
such content are treated with respect. Researchers
should adopt active and continual reflexive prac-
tices, such as striving to adopt the perspective of
the data subject and developing awareness of the
social and historical roots of groups/concepts that
are subject to harm. This is yet another reason why
diversity in research teams, with multiple perspec-
tives and positionalities represented, is crucial to
raise awareness of, and mitigate against, the risk
that harm is reproduced through research. The
dignity and personal privacy of data subjects can
be protected by removing identifying information
(such as Twitter handles) or blurring any identi-
fying images. With hate speech, when possible,
the vowels in slurs, profanities or offensive terms
should be starred out. This may not always be
feasible, such as when showing screenshots of con-
versations or quotes which contain emoji, where
the original content may need to be shown.

• Consider how examples reflect on the people
harmful text is about

• Blur or star-out non-reclaimed uses of slurs
• Remove PII
• Blurring images of people / faces in multi-

modal work

3.4 Preparing for Releasing Textual Harm
Research

Research related to harmful content comes with
its own risks post-publication. Researchers work-
ing in these areas have faced attacks, both on-
line and offline (Marwick et al., 2016). Harassers
have used many attack vectors (Vogels, 2021), and
researchers have been subjected to online abuse,
death threats, deepfake revenge porn, doxxing (find-
ing and publishing personal information) and even
swatting (in the USA, having an armed unit storm
the researcher’s house with guns) (Mortensen,
2018; Greyson et al., 2018). For example, one
paper published at NeurIPS focusing on gender
bias (Kirk et al., 2021b) prompted a wave of misog-
ynistic attacks against the lead author on Twitter.

Another paper published at ACL 2021 studying
online misogyny (Zeinert et al., 2021) prompted:
large amounts of online abuse and doxxing directed
at the authors by name; frivolous freedom of in-
formation requests explicitly for the purpose of
wasting time; complaints made to the authors’ ex-
ternal funding organisations; public attacks from
politicians against the authors and their institution;
and pejorative opinion articles in the national press
against the research. Researchers publishing re-
search about hate speech, misinformation, bias or
other forms of textual harms should be aware of
and prepared for these kinds of interactions, even
though this is far from the norm for most areas of
academic research. Fortunately, concrete steps can
be taken to reduce the risks to those who handle
and present harmful content in the course of their
NLP research.

Brief Give your organisation – and its press, com-
munications and legal department – advance warn-
ing that you are publicising the research, and that it
may bring some harassment. They should have pro-
cedures for handling this and protecting their mem-
bers, though many can be unprepared (Ketchum,
2021). If there are no procedures in place, then
guidance and policy templates are publicly avail-
able for researchers to initiate a dialogue with their
organisation.2

Protect identity Would-be harassers use online
search to find details about their targets or to iden-
tify routes to attack them (e.g. by sending them
abusive social media messages). Consider edit-
ing, hiding, or removing online information about
you that you would not want malicious parties to
use (Glaser, 2020).

Get support There is great value in having some-
one to discuss harassment with. They do not have
to be a collaborator or even someone in the field.
Let them know that the work might spark a back-
lash before it happens. It is OK just to vent (Steiger
et al., 2021).

Curate outreach Talking to the press is rarely
compulsory: not every media request has to be
answered. Some discussions are likely to result in
negative coverage. It is often worthwhile looking
to see what the journalist and outlet in question has

2E.g. Data & Society’s sheet on ‘Online Harassment Infor-
mation for Universities’

https://datasociety.net/wp-content/uploads/2016/10/Online_Harassment_Information_Sheet-Oct-2016.pdf
https://datasociety.net/wp-content/uploads/2016/10/Online_Harassment_Information_Sheet-Oct-2016.pdf


published before, so that you know that research is
treated appropriately.

Our comments here are not intended to constrain
academic and civic discussion about research – and
it is certainly the case that some criticism of re-
search outputs in risky areas will be legitimate.
Indeed, proper documentation of research outputs
(such as datasets, models and annotation frame-
works) increases research transparency. Thus, the
steps that we propose will not only mitigate the risk
of harm but will also improve academic scrutiny
and debate.

4 HARMCHECK: A checklist for
handing and presenting harmful text

In recent years, there has been a growing movement
towards the responsible and transparent documen-
tation of research artefacts (Bender and Friedman,
2018; Mitchell et al., 2019; Rogers et al., 2021).
Some conferences now require that authors fill in a
responsible NLP checklist to accompany their sub-
mission.3 In a similar vein, we wish to encourage a
standardised and transparent discussion for the risk
of harms contained in a research output. We thus
present HARMCHECK, a simple checklist drawing
on our above advice, which works as a standalone
piece of documentation or could be appended onto
existing documentation standard and filled in by
people specifically researching textual harms. We
encourage reflexivity and transparency and each
section is intended to be filled in as a statement
(such as in a data statement (Bender and Friedman,
2018) or model card (Mitchell et al., 2019)), with
some sections being more relevant for different
harms types (e.g. toxicity, hate speech or misinfor-
mation). To guide researchers, we provide a list of
starter questions for each section.

4.1 Proposed Checklist
1. Risk of Harm Protocol: Summarise the steps

taken during the research progress to identify
and mitigate harm to at-risk groups.

• What are the specific risks of harm and
to who? Have you explained how the
well-being of any researchers, annotators
or data processors was protected during
the study period?

2. Preview: Summarise any warning of harmful
content and presentation of examples.

3https://github.com/acl-org/
responsibleNLPresearch

• Is there a content warning at least a page
before any harmful text instances are pre-
sented? Is the content warning clearly
visible? Do section, table or figure spe-
cific content warnings describe the na-
ture of the harm? Are harmful examples
visually distinct and consistent?

3. Distance: Summarise distancing statements
and views of authors.

• Is it clear that harmful text is not part
of the material’s body? Is there visual
distinction of harmful examples with a
watermark or text color? Are harmful
examples given reduced prominence rel-
ative to the containing document? Is only
the shortest or most relevant part of the
harmful text included?

4. Disclaim: Summarise documentation of
sources and origins of harmful content.

• Is the origin of the harmful text clearly
identified? Are the claims of harmful
text explicitly disclaimed?

5. Replace: Summarise any corrections, dis-
placements or counter-claims to harmful con-
tent.

• Are rebuttals placed near to harmful text?
Are toxic statements, false claims or
stereotypes rebutted?

6. Respect: Summarise any steps taken to pro-
tect the dignity and personal privacy of data
subjects.

• Has personally-identifying information,
images or text been removed? Have
harmful words, slurs and profanities been
starred out?

5 Conclusion

Harms are present in text whether one is looking
for them or not, and they can have strong nega-
tive impacts on members of many different groups.
Some professional areas have established proto-
cols for dealing with inherent harms – we describe
these harms and provide these practices in the
context of natural language processing research.
NLP datasets encode information about the state of
world from linguistic traces, predominately from
online sources. But the statistical associations in
language data are themselves reflective of much
larger problematic societal structures and historical
injustices. We do not suggest that the NLP com-
munity can alone bear the weight of responsibility

https://github.com/acl-org/responsibleNLPresearch
https://github.com/acl-org/responsibleNLPresearch


for countering the deep-rooted historical, cultural
and societal issues in-grained in language data –
this remains an unsolved problem which requires
systemic change from multidisciplinary perspec-
tives. However, although systemic changes can’t
happen overnight, we, as NLP researchers, can still
envision the kind of world we want our datasets,
research, models, and tools to portray. As part of
research, we need to investigate, audit and be trans-
parent about harmful language, but where there is
no guidance for doing this safely, we are at risk
of not only harming members of our field – with
everything from PTSD to publication difficulty to
external aggression – but also those outside it.

Thus, a secondary unresolved problem in NLP
is how the production, sharing, and consumption
of research itself can be handled and presented
in a way which limits secondary harm to wider
general society and its members. The advice and
points of reflection in this paper identify this prob-
lem and provide practical solutions. These recom-
mendations are the start of a larger conversation
about risks and harms in and from our field, and we
hope that delineating and describing them opens
an broad dialogue in the NLP community towards
creating responsible, just and ethical research.
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