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Abstract

The vast majority of non-English corpora are
derived from automatically filtered versions of
CommonCrawl. While prior work has iden-
tified major issues on the quality of these
datasets (Kreutzer et al., 2021), it is not clear
how this impacts downstream performance.
Taking Basque as a case study, we explore
tailored crawling—manually identifying and
scraping websites with high-quality content—
as an alternative to filtering CommonCrawl.
Our new corpus, called EusCrawl, is similar in
size to the Basque portion of popular multilin-
gual corpora like CC100 and mC4, yet it has
a much higher quality according to native an-
notators. For instance, 66% of documents are
rated as high-quality for EusCrawl, in contrast
with < 33% for both mC4 and CC100. Nev-
ertheless, we obtain similar results on down-
stream tasks regardless of the corpus used for
pre-training. Our work suggests that NLU per-
formance in low-resource languages is primar-
ily constrained by the quantity rather than the
quality of the data, prompting for methods to
exploit more diverse data sources.

1 Introduction

Large-scale pre-training has resulted in a paradigm
shift in NLP (Bommasani et al., 2021). While re-
cent progress has been primarily driven by scaling
up on model size and compute, both data quan-
tity and quality have been shown to play a critical
role (Kaplan et al., 2020; Rae et al., 2022). Nev-
ertheless, existing efforts on data curation have
primarily focused on English, and recent work on
multilingual pre-training has relied on automati-
cally filtered versions of CommonCrawl. For in-
stance, XLM-R was trained on CC100 (Conneau
et al., 2020), mT5 was trained on mC4 (Xue et al.,
2021), and XGLM was trained on CC100-XL (Lin
et al., 2021), which were all obtained by running
language identification on several CommonCrawl
snapshots and filtering through language-agnostic

approaches. Unfortunately, Kreutzer et al. (2021)
identified major issues on the quality of such multi-
lingual datasets, ranging from language identifica-
tion errors to boilerplate and non-linguistic content.
However, the practical impact of these issues has
not been studied, and it is unclear the extent to
which higher-quality data could lead to better per-
formance in low-resource languages.

In this paper, we explore tailored crawling (i.e.,
manually identifying and scraping websites with
high-quality content) as an alternative to filtering
CommonCrawl. Taking Basque as a case study, we
collect 12.5M documents from 33 websites with
Creative Commons content. The resulting corpus,
called EusCrawl, is similar in size to the Basque
portion of CC100 and mC4, but it has substantially
less issues and a higher perceived quality according
to our blind audit with native annotators. However,
we find that this improvement does not carry over
to downstream tasks, as masked language models
pre-trained on either corpora obtain similar results
on 5 NLU benchmarks. Our results suggests that
data quantity and domain play a more important
role, prompting for methods to exploit more diverse
sources of data in low-resource languages.

This paper makes the following contributions:
(i) we release EusCrawl, a high-quality corpus for
Basque comprising 12.5M documents and 423M
tokens;1 (ii) we manually assess the quality of
EusCrawl in comparison with mC4 and CC100,
finding that it has substantially less issues and a
higher perceived quality according to native annota-
tors; (iii) we compare masked language models pre-
trained on EusCrawl, mC4, CC100 and Wikipedia2

on 5 NLU tasks, finding that they all perform sim-
ilarly with the exception of Wikipedia; and (iv)
we obtain state-of-the-art results on several NLU

1
https://www.ixa.eus/euscrawl/. Meta AI was not in-

volved in the collection and distribution of the corpus.
2Models available at https://dl.fbaipublicfiles.com/

euscrawl/roberta-eus-{euscrawl|mc4|cc100|wikipedia}-

{base|large}.tar.gz.
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Size Tokens Docs Source

mC4 (Xue et al., 2021) 4,387 MiB 1,004M 30,098k Filtered CommonCrawl
CC100 (Conneau et al., 2020) 2,027 MiB 416M 16,761k Filtered CommonCrawl

Wikipedia 313 MiB 66M 2,685k Wikipedia dump

EusCrawl (ours) 2,149 MiB 423M 12,528k Tailored crawling (see Table 2)

Table 1: Basque corpora used in our experiments. We report uncompressed text size, number of SentencePiece
tokens (using a 50K vocabulary learned in each corpus), and number of documents.

Size Tokens Docs License Domain

Tokikom† 784 MiB 153M 4,961k CC-BY-SA Local media
Berria 525 MiB 101M 2,193k CC-BY-SA National newspaper
Hitza‡ 418 MiB 80M 2,257k CC-BY-NC-ND Regional newspapers

Wikipedia 313 MiB 68M 2,685k CC-BY-SA Encyclopedia
Argia 101 MiB 20M 370k CC-BY-SA News magazine

Bilbo Hiria irratia 7 MiB 1M 54k CC-BY-NC-SA Radio station
Sarean 2 MiB 0.3M 8k CC-BY-SA Technology blog

Table 2: Data sources used to build EusCrawl. †Tokikom is a network of local media; we include Aiaraldea, Aikor,
Anboto, Tolosaldeko Ataria, Aiurri, Erran, Euskalerria Irratia, Goiena, Guaixe, Hiruka, Karkara, Maxixatzen,
Plaentxia, Alea, Noaua, Txintxarri, Uztarria, Amezti, Zarauzko Hitza, Kronika and Geuria. ‡Hitza is a family
of regional newspapers; we include Bidasoko Hitza, Busturialdeko Hitza, Goierriko Hitza, Irutxuloko Hitza, Lea-
Artibai eta Mutrikuko Hitza, Oarsoaldeko Hitza and Urola Kostako Hitza.

benchmarks in Basque, outperforming prior work
that relied on non-public corpora.

2 Experimental setup

We next detail the corpora compared in our experi-
ments (§2.1), and the qualitative and downstream
evaluation settings (§2.2 and §2.3).

2.1 Corpora

We compare 4 Basque corpora in our experiments:
mC4, CC100, Wikipedia and EusCrawl. Table 1
summarizes their details. mC4 and CC100 are,
to the best of our knowledge, the two largest pub-
lic corpora for Basque. They were introduced to
train mT5 (Xue et al., 2021) and XLM-R (Con-
neau et al., 2020), respectively, and were built by
filtering CommonCrawl. Wikipedia has been a
popular source for multilingual data (Pires et al.,
2019; Conneau and Lample, 2019; Artetxe et al.,
2020). We extract text from a Wikipedia dump
using the WikiExtractor tool.3 EusCrawl is a new
corpus we introduce. Instead of filtering Common-
Crawl, we do tailored crawling on 33 websites with
high-quality content in Basque, mostly on the news
domain. We build ad-hoc scrapers to extract text
from these websites, resulting in cleaner text com-
pared to general purpose approaches. We only use

3
https://github.com/attardi/wikiextractor

content with a Creative Commons license. Table 2
summarizes all the sources we use.

2.2 Qualitative evaluation

We manually audit the quality of EusCrawl in com-
parison with mC4 and CC100 by randomly sam-
pling 100 documents from each corpus (a total of
300 documents), and asking native annotators to as-
sess their quality.4 We ensure that the evaluation is
blind by showing the documents in a random order
and not revealing what corpus they were sampled
from. For each document, we ask the annotators
to assess if the document has any problem in each
of the following categories: langID (the document
is not in Basque), language variety (the document
is not written in standard and correct Basque), co-
herence (the document has gaps and/or some por-
tions are not connected), noise (the document is
not clean) and content (the document seems to
have been generated automatically and/or has no
meat). In addition, we ask annotators to classify
each document according to its perceived quality
as high-quality (the document does not have qual-
ity issues and the annotator thinks that it would be
good to have it in the corpus), medium-quality (the

4So as to control for the variance across annotators, we
asked two additional native speakers to evaluate a random
subset of 100 documents. The main findings were consistent
across all the 3 annotations, so we omit results for brevity.

https://tokikom.eus/
https://www.berria.eus/
https://hitza.eus/
https://eu.wikipedia.org
https://www.argia.eus/
https://www.bilbohiria.eus/
https://www.sarean.eus/
https://aiaraldea.eus/
https://aikor.eus/
https://anboto.org/
https://ataria.eus/
https://aiurri.eus/
https://erran.eus/
https://euskalerriairratia.eus/
https://goiena.eus/
https://guaixe.eus/
https://hiruka.eus/
https://karkara.eus/
https://maxixatzen.eus/
https://plaentxia.eus/
https://alea.eus/
https://noaua.eus/
https://txintxarri.eus/
https://uztarria.eus/
https://amezti.eus/
https://zarauzkohitza.eus/
https://kronika.eus/
https://www.geuria.eus/
https://bidasoa.hitza.eus
https://busturialdea.hitza.eus
https://goierri.hitza.eus
https://irutxulo.hitza.eus
https://lea-artibaietamutriku.hitza.eus
https://lea-artibaietamutriku.hitza.eus
https://oarsoaldea.hitza.eus
https://urolakosta.hitza.eus/
https://github.com/attardi/wikiextractor
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Figure 1: Data audit results. EusCrawl has a much higher quality than mC4 and CC100. See §2.2 for more details.

document has some minor issues and the annotator
is unsure if it would be good to have it in the cor-
pus), or low-quality (the document has major issues
and the annotator thinks that it would be better not
to have it in the corpus). Refer to Appendix A for
the complete instructions given to annotators.

2.3 Downstream evaluation

In addition to the qualitative evaluation, we pre-
train RoBERTa models (Liu et al., 2019) on each
corpus, and evaluate fine-tuning them on the fol-
lowing NLU benchmarks: topic classification on
BHTC (Agerri et al., 2020), sentiment classifica-
tion on Behagune (Agerri et al., 2020), stance de-
tection on VaxxStance (Agerri et al., 2021), Named
Entity Recognition (NER) on EIEC (Alegria et al.,
2006), and extractive conversational Question An-
swering (QA) on Elkarrizketak (Otegi et al., 2020).
We provide additional details on these datasets in
Appendix B.

We pre-train each model for 125k steps with a
batch size of 2048 and a sequence length of 512,
using the same hyperparameters as Liu et al. (2019).
We train RoBERTa-base models for our main com-
parison using a learning rate of 7e-4, and further
train a RoBERTa-large model on EusCrawl with
a learning rate of 4e-4 to understand the effect of
scaling. We use SentencePiece (Kudo and Richard-
son, 2018) for tokenization, using a 50k vocabulary
learned in each separate corpus.

For fine-tuning, we use the same hyperparame-
ters as Agerri et al. (2020). For topic classification,
sentiment classification and stance detection, we
use a batch size of 16, a learning rate of 2e-5 with
linear decay and a warmup of 6%, and train the
model for 10 epochs. For NER and QA, we use a
batch size of 32, a constant learning rate of 5e-5,
and train for 4 epochs. We did not perform any hy-

perparameter tuning or model selection, and report
results on the test set. The development sets, when
available, were not used.

3 Results

3.1 Qualitative evaluation
As shown in Figure 1, EusCrawl has the best quality
by a large margin in all the axes that we consider.
mC4 has a slightly higher perceived quality and
less content-related issues than CC100, but more
problematic documents in the other categories.

More concretely, we find that both mC4 and
CC100 have a high proportion of documents with
coherence, noise and content-related issues. In ad-
dition, mC4 has a significant number of langID and
language variety problems. In contrast, EusCrawl
has minimal issues in all categories but content,
where it still does substantially better than mC4
and CC100. Taking a closer look, we find that most
of these content-related issues in EusCrawl corre-
spond to short, template-based Wikipedia articles
(e.g., Placosoma is a a genus of lizards in the family
Gymnophthalmidae. They live in Brazil.5). Finally,
we find that the overall quality of EusCrawl docu-
ments is also much better according to native anno-
tators, with approximately two thirds of the docu-
ments being annotated as high-quality, compared
to less than one third for both mC4 and CC100.

All in all, our qualitative evaluation provides
further evidence that multilingual corpora derived
from CommonCrawl have major quality issues, and
shows that tailored crawling can be an effective
alternative to obtain high-quality data.

3.2 Downstream tasks
We report our downstream results in Table 3.

5Original text in Basque: Placosoma Gymnophthalmidae
familiako narrasti genero bat da. Brasilen bizi dira.



Topic class. Sentiment Stance det. NER QA Avg

Prior best
Agerri et al. (2020) 76.8 78.1 – 87.1 – –
Otegi et al. (2020) – – – – 35.0 –

Lai et al. (2021) – – 57.3† – – –

RoBERTa-base

mC4 75.3 ±0.7 80.4 ±1.5 59.1 ±5.2 86.0 ±1.0 35.2 ±1.8 67.2
CC100 76.2 ±0.4 78.8 ±1.2 63.4 ±3.5 85.2 ±1.2 35.8 ±1.1 67.9

Wikipedia 70.0 ±0.8 72.4 ±2.3 53.2 ±4.6 71.6 ±13.1 27.4 ±0.2 58.9
EusCrawl 76.2 ±0.6 77.7 ±1.4 57.4 ±4.7 86.8 ±0.6 34.6 ±1.8 66.5

RoBERTa-large EusCrawl 77.6 ±0.5 78.8 ±0.9 62.9 ±2.3 87.2 ±0.4 38.3 ±1.3 69.0

Table 3: Downstream results. We report average F1 and standard deviation across 5 runs (micro F1 in all tasks
except stance detection, where we report macro F1 of the favor and against classes following common practice).
†Best result among systems that rely exclusively on textual data.

In contrast with the qualitative evaluation, we
find that there is not a clear winner among mC4,
CC100 and EusCrawl. In fact, when looking at
RoBERTa-base results, we find that mC4 does the
best on sentiment classification, CC100 does the
best on stance detection and QA, and EusCrawl
does the best on NER. Wikipedia lags behind them
all by a large margin. It is worth noting that the vari-
ance is high in certain tasks, which we attribute to
the small size of the test sets and their unbalanced
nature, but the general trends are consistent.

These results suggest that corpus quality issues
in low-resource languages do not have a a major
impact on NLU performance. Instead, we find
evidence that it is the size and domain of the train-
ing corpus that is more important. This would
explain why Wikipedia obtains the worst results,
as it is substantially smaller than the other cor-
pora and restricted to a narrow domain. Similarly,
this is also consistent with EusCrawl performing
worse than mC4 and CC100 on sentiment analy-
sis and stance detection, as the domain of these
benchmarks (tweets) is different from the domain
of EusCrawl (primarily news, see Table 2), while
CommonCrawl-derived corpora are presumably
more diverse.

Finally, we find that scaling to RoBERTa-
large brings consistent improvements in all tasks.
Thanks to this, we are able to outperform the best
published results in all the 5 benchmarks. Note that
we achieve this pre-training exclusively on Creative
Commons data that we release publicly, while prior
work relied on private datasets.

4 Conclusions

Taking Basque as a case study, our work gives
further evidence that CommonCrawl-derived cor-
pora have major quality issues in low-resource lan-

guages. At the same time, we show that ad-hoc
crawling websites with high-quality content can
be an effective alternative to collect data in such
languages. Our resulting corpus EusCrawl has a
higher quality than mC4 and CC100 according to
our manual data audit, while being similar in size.
Nevertheless, this improvement in quality does not
carry over to downstream performance on NLU
tasks, where we find evidence that data quantity
and domain are more important factors.

Our work leaves important lessons for future ef-
forts on low-resource languages. First of all, we
find that, even if CommonCrawl derived multilin-
gual corpora do have major quality issues as raised
by prior work (Kreutzer et al., 2021), these issues
do not have a significant impact in NLU tasks. This
suggests that investing on bigger and more diverse
datasets might be more fruitful than addressing
such quality issues in low-resource settings. Given
that the amount of written text in such languages
is ultimately limited, we believe that developing
effective cross-lingual transfer methods to exploit
multilingual data is a promising future direction.
Having said that, it should be noted that our evalu-
ation focuses on NLU tasks. It is possible that data
quality plays a more important role in generation
tasks, which we leave for future work to study.

Finally, we note that prior work on Basque NLP
has often relied on private resources (Agerri et al.,
2020). Our work sets a new state-of-the-art on a
diverse set of NLU benchmarks, and it does so
using public data alone. By releasing our corpus,
we hope to facilitate future work in Basque NLP,
and encourage open and reproducible science using
public resources.
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A Annotation instructions

Table 4 reports the complete instructions used for
the qualitative evaluation as given to the annotators.

B Downstream evaluation

We next provide additional details on the datasets
used for downstream evaluation:

• Topic classification: The Basque Headlines
Topic Classification (BHTC) dataset (Agerri
et al., 2020) contains 12k headlines from the
Argia news magazine classified into 12 the-
matic categories6. We use the standard splits
containing 8662 examples for training, 1861
for development and 1860 for testing.

• Sentiment classification: The Behagune
dataset7 comprises 2936 tweets in Basque la-
beled as positive, negative or neutral. We used
the same splits for train (80%), test (10%) and
development (10%) as in Agerri et al. (2020).

• Stance detection: We used the VaxxStance
dataset (Agerri et al., 2021), which offers
tweets labeled as expressing an AGAINST,

6
https://hizkuntzateknologiak.elhuyar.eus/assets/

files/bhtc.tgz
7
https://hizkuntzateknologiak.elhuyar.eus/assets/

files/behaguneadss2016-dataset.tgz
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LangID

EGOKIA: Dokumentua euskaraz dago.
CORRECT: The document is in Basque.

ARAZOAK: Dokumentuaren zati esanguratsu bat ez dago euskaraz.
PROBLEMATIC: A significant portion of the document is not in Basque.

Hizkuntza
Lang. variety

EGOKIA: Dokumentua hizkuntza estandar eta zuzenean idatzia dago.
CORRECT: The document is written in standard and correct language.

ARAZOAK: Dokumentua ez dago hizkuntza estandar edo zuzenean idatzia (adb. euskalkiren batean
dago ala itzulpen automatikoaren bidez sortua dirudi).
PROBLEMATIC: The document is not written in standard and correct language (e.g., it is written in a
dialect using non-standard Basque, or it seems to be generated through machine translation).

Koherentzia
Coherence

EGOKIA: Dokumentua koherentea da, eta hasieratik bukaerara unitate bat osatzen du.
CORRECT: The document is coherent, and it constitutes a single unit from the beginning to the end.

ARAZOAK: Dokumentua ez da koherentea: hutsuneak ditu edota atal batzuk ez dute elkarren artean
loturarik (dokumentu ezberdinak dirudite).
PROBLEMATIC: The document is not coherent: it has gaps and/or some portions do not seem connected
(they seem to come from separate documents).

Garbitasuna
Noise

EGOKIA: Dokumentuko testua garbia da.
CORRECT: The text in the document is clean.

ARAZOAK: Dokumentua ez da erabat garbia, eta benetako testuaz gain webguneko bestelako elementuak
daude (menuetako testua, html kodea...).
PROBLEMATIC: The document is not entirely clean, and there are other elements in addition to the real
content (text from menus, HTML code...).

Edukia
Content

EGOKIA: Dokumentua pertsona batek sortua dirudi eta gutxieneko mami bat du.
CORRECT: The document seems to have been created by a human and has some minimum meat.

ARAZOAK: Dokumentuak automatikoki sortua dirudi edota ez du inolako mamirik (adb futbol ligako
sailkapen-taula).
The document seems to have been generated automatically and/or has no meat at all (e.g., a soccer
standing table).

Kalitate orokorra
Overall quality

ALTUA: Dokumentua kalitatezkoa da, eta corpusean izatea komeniko litzatekeela uste dut.
HIGH: The document is of good quality, and I think that it would be good to have it in the corpus.

ERTAINA: Dokumentuak arazo batzuk ditu baina ez dira larriak, eta ez nago ziur ea corpusean izatea
komeniko litzatekeen.
MEDIUM: The document has minor issues, and I am not sure if it would be good to have it in the corpus.

BAXUA: Dokumentuak arazo nabarmenak ditu. Ez dut uste corpusean izatea komeniko litzatekeenik.
LOW: The document has major issues. I think that it would be better not to have it in the corpus.

Table 4: Annotation instructions used for the qualitative evaluation. We report the original instructions in Basque,
as well as the corresponding translation into English.

FAVOR or NEUTRAL stance with respect to
vaccines. It contains 1070 tweets for training
and 313 for testing8.

• Named Entity Recognition (NER): EIEC9

(Alegria et al., 2006) is a Basque NER
dataset composed of 44K training tokens
(3817 unique entities) and 15K test tokens
(931 entities).

• Question Answering (QA): Elkarrizketak is
an extractive conversational QA dataset (Otegi
et al., 2020) that contains 377 dialogues (301
train, 38 development and 38 test) and 1,634

8
https://vaxxstance.github.io/

9
http://ixa2.si.ehu.eus/eiec/eiec_v1.0.tgz

question/answer pairs (1,306 train, 161 devel-
opment and 167 test)10.

10
http://ixa.si.ehu.es/node/12934
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