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ABSTRACT

Even after decades of intensive research and public debates, the topic of data privacy remains
surrounded by confusion and misinformation. Many people still struggle to grasp the importance
of privacy, which has far-reaching consequences for social norms, jurisprudence, and legislation.
Discussions on personal data misuse often revolve around a few popular talking points, such as
targeted advertising or government surveillance, leading to an overly narrow view of the problem.
Literature in the field tends to focus on specific aspects, such as the privacy threats posed by ‘big
data’, while overlooking many other possible harms. To help broaden the perspective, this paper
proposes a novel classification of the ways in which personal data can be used against people, richly
illustrated with real-world examples. Aside from offering a terminology to discuss the broad spectrum
of personal data misuse in research and public discourse, our classification provides a foundation for
consumer education and privacy impact assessments, helping to shed light on the risks involved with
disclosing personal data.

Keywords Privacy · Data protection · Personal data · Surveillance · Discrimination · Harms · Consequences

1 Introduction

The protection of personal data is a highly controversial issue. While scores of researchers, activists and politicians
advocate the right to informational privacy and stress the importance of comprehensive data protection laws [1, 2, 3, 4],
others argue against strong legal restrictions, pointing to the wide-ranging benefits of data collection and use [5, 6, 7].
Many people, asserting they have “nothing to hide” [8], even dismiss the importance of data protection altogether,
believing that privacy only truly matters for those on the wrong side of law. While the nothing-to-hide argument has
long been exposed as misguided [9, 10], it is not only held by ordinary citizens but also backed by some of the most
powerful organizations on earth, including governments and multinational corporations.

During his time as Google’s CEO, Eric Schmidt notoriously stated, “If you have something that you don’t want anyone
to know, maybe you shouldn’t be doing it in the first place” [11]. Following the same reasoning, the British government
chose the campaign slogan “If you’ve got nothing to hide, you’ve got nothing to fear” to promote a nation-wide CCTV
surveillance program [4]. As these examples illustrate, the various ways in which privacy invasions can cause harm
to law-abiding citizens are often ignored, underestimated or even deliberately concealed. As a result, many people,
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including court members, struggle to articulate why the protection of personal data is important [12]. This state of
misinformation has severe consequences on policy and public discourse, with data protection advocates being referred
to as “privacy alarmists” [13] and privacy itself being framed as “old-fashioned[,] antiprogressive, overly costly” [1]
and “primarily an antiquated roadblock on the path to greater innovation” [14]. This widespread sentiment also helps
legitimize and perpetuate current privacy laws, which are riddled with loopholes and fail to consistently safeguard
people from harmful, abusive and ethically questionable data practices [15, 16, 17].

In the face of these challenges, researchers have called for a closer examination and better understanding of the actual
harms that can result from the disclosure and processing of personal data. In this vein, Solove argues that “Privacy is far
too vague a concept to guide adjudication and lawmaking, as abstract incantations of the importance of ‘privacy’ do not
fare well when pitted against more concretely stated countervailing interests” [18]. Along these lines, many theorists
have made attempts to convey the importance of privacy protection by presenting categories and real-life examples of
personal data misuse. Some notable examples are the “Data Harm Record” by the Data Justice Lab [19], an “Inventory
of Risks and Harms” provided by the Centre for for Information Policy Leadership [20] and Wolfie Christl’s extensive
work on corporate surveillance in everyday life [21, 22]. Furthermore, scholars have written several essays on the
societal values related to and protected by informational privacy (e.g., [1, 3, 4]) with Magi, for example, providing a list
of “fourteen reasons privacy matters” [2].

Existing classifications often focus on data practices of companies, on novel privacy threats posed by big data
technologies and/or specific categories of harm resulting from personal data use (e.g., bodily harm, loss of liberty,
financial loss, reputational harm). What seems to be lacking thus far, however, is a general classification of the possible
actions that lead to these harms – in other words: a classification capturing the manifold ways in which personal data
can be used against people, by criminal, private, public and governmental organizations, or by other individuals.

In an attempt to fill the identified gap, this paper proposes a classification scheme of personal data misuses.1 As previous
work has stated, taxonomies comprise subjective social, technical, and political choices [23]. Classifications (ours
included) are always normative attempts to “impose order onto an undifferentiated mass” [24]. While we acknowledge
the subjective character of our endeavor, we also strive for a holistic overview and see value in creating a structured
classification of the possible ways in which personal data can be weaponized. We argue that without a comprehensive
and clear overview, many potential paths of harm can easily be overlooked in privacy impact assessments and public
discourse, leading to an overly narrow view of the problem. This paper is based on extensive literature research,
including previous investigations and press articles, as well as discussions among the three authors and, occasionally,
advisors and fellow researchers throughout many months until reaching theoretical saturation [25]. Our classification
scheme comprises the following eleven categories:

1. Consuming data for personal gratification – Section 2.1

2. Generating coercive incentives – Section 2.2

3. Compliance monitoring – Section 2.3

4. Discrediting – Section 2.4

5. Assessment and discrimination – Section 2.5

6. Identification of personal weak spots – Section 2.6

7. Personalized persuasion – Section 2.7

8. Locating and physically accessing the data subject – Section 2.9

9. Contacting the data subject – Section 2.8

10. Accessing protected domains or assets – Section 2.10

11. Reacting strategically to actions or plans of the data subject – Section 2.11

While we acknowledge that a holistic exploration of the topic is particularly important in view of the rapid proliferation
of data-based services and the accompanying rise of governmental and corporate mass surveillance [16], the focus of
this paper is not limited to the domain of big data, nor even to the digital domain. The classification is meant to be
universally applicable, independent of how the data was obtained (e.g., online or offline, legally or illegally, collected or
inferred, with or without the knowledge of the data subject), who causes the threat (e.g., individual person, corporation,

1 While the eleven categories of data use were included because they have the potential to cause harm, this is not always the case.
In fact, depending on the context, many of the data uses listed can be beneficial for both the data subject and society at large, as will
be further discussed in Sect. 3.2.

2

Electronic copy available at: https://ssrn.com/abstract=3887097



J. L. Kröger et al. How Data Can Be Used Against People: A Classification of Personal Data Misuses A PREPRINT

organized crime group, intelligence agency)2 and what motivations lie behind it (e.g., financial gain, political objectives,
revenge). These parameters will only be included in examples for illustrative purposes.

As even de-identified data has the potential to cause harm to individuals (cf. Sect. 3.2), we chose to adopt a very broad
understanding of “personal data” for the purpose of this classification. While privacy law usually applies to information
relating to an identified or identifiable natural person (e.g., Art. 4 GDPR), our proposed classification may apply to any
information that is, or once was, personal data according to the above definition, including even anonymized data – as
long as it still has the potential to cause or facilitate harm against the data subject.

The remainder of this paper is structured as follows. Section 2 presents the eleven identified categories of personal data
misuse. Section 3 then explains the utility of the classification scheme and discusses its scope and limitations. Section 4
concludes the paper.

2 Data Misuse Classification

In this section, we present our classification scheme, which comprises eleven categories of personal data misuse.1 For
each of these categories, we will give a short general description and then provide two or three illustrative examples.

Note that the categories are not meant to be mutually exclusive, meaning that multiple categories can apply to one
instance of data misuse simultaneously. However, the classification scheme is intended to be exhaustive in the sense
that all types of personal data misuse should fit into at least one of the eleven categories.

2.1 Consuming Data for Personal Gratification

Description: Someone consumes footage of the data subject to gain pleasure or satisfaction (e.g., motivated by curiosity,
boredom or sexual desire) without the data subject’s consent.

Examples:
• Ridicule. Embarrassing footage, such as images or videos showing a person intoxicated, behaving clumsily or

having an accident, can be used to amuse oneself at the depicted person’s expense. A common example is the
consumption of “fail videos”, which are intended to amuse their viewers by specifically showing other people’s
misfortunes, sometimes involving scenes of serious pain and agony [26]. Learning that one has become the
target of ridicule on social media can be a deeply humiliating experience [27].

• Voyeurism. Intimate footage, such as images or videos showing a person undressing, using the bathroom or
engaging in sexual activity, can be exploited for voyeuristic purposes and sexual gratification. Although perpe-
trators can also observe their unsuspecting subjects of interest directly (e.g, by spying through a peephole) and
are therefore not necessarily dependent on recordings, cameras and other electronic devices can significantly
facilitate voyeurism and are widely used for this purpose. Across the globe, countless hidden spy cameras
have been discovered in public toilets [28], hotel rooms [29] and changing booths [30]. Video voyeurism is
considered a sex crime in many countries, with convicted people having been registered as sex offenders and
sent to prison [31]. In the case of cyberstalking, the spying can even take place purely via the internet, for
example by scanning a target’s social media profile or gaining unauthorized access to his or her personal cloud
storage.

2.2 Generating Coercive Incentives

Description: Someone uses personal data to choose or create effective incentives for motivating the data subject to
behave in a desired manner. Personal data can fulfill two possible functions here: (1) Information about a person’s
character and personal circumstances (e.g., fears, needs, preferences) can help identify rewards and sanctions with a
strong incentive effect on that particular person. (2) As evidenced by the remainder of this paper, personal data can be
used in many harmful ways and thus be used to threaten or blackmail the data subject.

Examples:
• Threats of physical violence. Those who can track down and thus physically attack a person (cf. Sect. 2.9)

can use this capability as a means of pressure against him or her, as is well illustrated by the classic threat “I
know where you live”. Threats of physical violence are not only often expressed against corporate figures,
celebrities and politicians [32] but are also widespread among the general public, such as in schools or
workplaces [33]. Realizing such a threat always requires the ability to locate the victim.

2 The only exception is the first category (Sect. 2.1), which refers to “personal gratification” and therefore only includes actions
taken by natural persons.
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• Personalized rewards. When trying to persuade a person through rewards, information about his or her
individual preferences and needs can be exploited to select the most effective incentives. Among methods for
employee motivation, for example, a trend can be observed from standardized towards highly personalized
rewards [34]. Personalized incentives are also increasingly used to encourage consumers to purchase specific
products [35, 36] and to improve patient compliance in medical interventions [37]. As for the motivation of
employees, consumers and patients, knowledge about the wants and needs of individuals can also be used for
illegal purposes. To successfully bribe a person, for instance, it would obviously be very helpful to know in
advance if he or she is receptive to the offered “gift”.

• Personalized sanctions. When trying to induce a desired behavior in a person by way of threatening sanctions
in case of non-compliance, information about his or her fears, needs and vulnerabilities (cf. Sect. 2.6) can
be used to identify the most effective threat. To erode prisoners’ resistance to questioning, for instance, their
personal weaknesses are often exploited in criminal and military interrogations [38]. For the purpose of
determining the psychological and cultural vulnerabilities of individual detainees (e.g., phobias, personality
features, religious beliefs), modern-day torture prisons – including some operated by Western democracies –
sometimes resort to personal medical records, although this is strictly prohibited according to general medical
ethics and the Geneva Conventions [39]. Where information about a person’s social circle is available, it is
also possible to threaten with harming his or her loved ones.

• Blackmail. Access to embarrassing or damaging information about a person (e.g., nude photos, sex tapes,
drug habits, past misdemeanors) can be used to threaten him or her with revealing the information to third
parties or even the public (cf. Sect. 2.4) if certain demands are not met. Shame and fear of reputational
destruction can be powerful motivators. An example that gained widespread media attention is “sextortion”, a
form of blackmail where criminals threaten victims to post stolen intimate photos of them on social media
unless they obey certain commands given to them. Some documented cases of sextortion have even led to
affected victims committing suicide [40].

2.3 Compliance Monitoring

Description: When incentive systems are installed to ensure that people adhere to certain rules, some sort of surveillance
is typically applied to detect behavior worthy of reward or punishment. While empty threats or promises and the mere
feeling of being watched can of course also influence people’s behavior [41, 42, 43], only the actual observation of
people’s behavior makes it possible to check for their compliance and implement incentive systems consistently.

Examples:
• Political oppression. It is a typical strategy of authoritarian regimes to silence their opposition and break

political resistance through strict systems of punishment and incentives, as famously allegorized in George
Orwell’s dystopian novel Nineteen Eighty-Four [44]. Today, governments have a wide range of surveillance
technologies at their disposal to monitor compliance with their laws and rules, including CCTV cameras,
internet tracking tools, wiretapping methods, and spyware. Several nations have been accused of specifically
spying on human rights activists, journalists and opposition politicians using cellphone malware [45, 46, 47].
Such surveillance tools make it possible for governments to apply incentives and sanctions to people’s
compliance behavior, which can range from fines, arrests, beatings or death penalties over all sorts of rewards
to increasing or lowering a target’s ranking in a national scoring system [48].

• Domestic abuse. Connected devices play an increasingly important role in intimate partner violence by
allowing perpetrators to remotely track and surveil their oppressed victims in various new ways. To isolate
their victims and monitor compliance with imposed rules (e.g., no contact with other men, no leaving the
house without permission), violent partners can not only resort to GPS tracking, social media stalking and
CCTV monitoring, but may also employ advanced surveillance technologies, such as smartphone spyware
capable of monitoring outgoing calls, texts and emails [49].

• Workplace surveillance. Employers have an expansive range of technologies at their disposal to track staff
behavior, work intensity and productivity [21]. Surveillance tech providers offer tools to monitor the email
traffic, keystrokes, web browsing patterns, phone calls, social media posts, and even private instant messages
of individual employees [50]. For example, email content can be scanned for trigger words like “résumé” to
detect when employees are planning to leave a company [51]. New and more intrusive technologies, such as
wristband trackers, microchip implants and brain-scanning hats, enable organizations to monitor emotions,
fatigue and stress among their personnel [52]. Some employers even use military-grade surveillance tools
against their staff that were originally developed for the Pentagon and the CIA to be used against terrorists in
Iraq and Afghanistan [53].
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2.4 Discrediting

Description: Personal data is shared in ways that cause legal and/or reputational harm to the data subject. The latter
refers not exclusively to the subject’s overall societal standing but also to his or her respect and esteem held by friends,
family members, employers, colleagues and other direct social contacts.

Examples:
• Publication of nude pictures and sex tapes. A common means of public humiliation, which often has

serious consequences, is the release of images or videos showing the victim in an intimate situation. TV
sports commentator Erin Andrews, for example, was filmed through peepholes while changing clothes in a
hotel room and thereby exposed to over 16 million viewers on the internet [54]. Various celebrities suffered
a similar experience when their private photos, many containing nudity, were distributed online following
the iCloud leaks in 2014 [55]. Another example is “revenge porn”, which refers to sexually explicit media
recorded in an intimate relationship and later disclosed to the public to embarrass a former parter [56]. To
maximize the damage, revenge porn has often been published along with the victims full name, city of
residence, profession, and social-media profile [57]. Leakage of nude pictures and sex tapes have led not
only to massive reputational harm, public outrage and destroyed careers, but also to serious mental health
consequences and even suicides [58].

• Political discrediting tactics. Information that casts a poor light on individual activists, political candidates
or public officials can be released to undermine their reputation, credibility and political influence. Not only
election campaigns and authoritarian regimes, but also private companies and public authorities in modern
democracies have attempted to use negative personal information to discredit their critics and opponents.
Well-known examples include General Motor’s actions against car safety activist Ralph Nader [59], the
COINTELPRO scandal, where US law enforcement agencies illegally infiltrated and discredited anti-war and
civil-rights organizations [60], and the publication of Martin Luther King’s extramarital affairs by the FBI [18].

• Legal evidence. Those who possess evidence of a person’s unlawful conduct can disclose it to law enforcement
authorities or use it against him or her in court. For example, many technology companies collect large amounts
of rich and varied data about their customers which can potentially reveal their personal failures and offences.
Among other pieces of personal data, private emails [61], audio files recorded by Amazon’s smart assistant
Alexa [62], health and activity data from wearable fitness trackers [63] and detailed location histories from
Google timeline [64] were already requested as evidence by law enforcement. In 2019 alone, Google was
requested to disclose data from over 340,000 user accounts to authorities [65]. While the production of
evidence is obviously important to a functioning legal system, excessive surveillance can undermine civil
liberties [10]. As Aleksandr Solzhenitsyn noted: “Everyone is guilty of something or has something to conceal.
All one has to do is look hard enough to find what it is” [66].

2.5 Assessment and Discrimination

Description: Personal data is used to evaluate people according to certain criteria or to classify them into certain
groups, based on which they are subsequently treated.

Examples:
• Identification of political opponents. On the basis of their actions and expressed attitudes, people can be

identified as opponents to specific political movements, governments, or individual politicians. A person’s
social media activities and cellphone location, for example, can reveal his or her participation in a particular
street protest [67, 68]. In some countries, authorities combine vast amounts of data on individual citizens,
including medical records, travel bookings, online purchases, social media comments, location data and
even information on interpersonal relationships in order to identify people who act against the government’s
interests [69] and are “suspected of politically sensitive activity” [70]. Private companies from Western
democracies have already helped authoritarian states in identifying and persecuting their critics. Yahoo, for
instance, provided a foreign government with email records of two dissident journalists, who were subsequently
sentenced to ten years in prison [71].

• Discriminatory hiring practices. A wide and growing range of personal data is being consulted for recruit-
ment decisions, including biometric information, health details and social media data [21, 22], often resulting
in discriminatory and unlawful hiring practices [72]. There is a whole industry of employment screening
companies offering detailed background reports on individual job applicants to employers [22].

• Discriminatory provision of goods and services. Profiling information on potential customers can enable
firms to adjust the prices and availability of their offerings in order to maximize their profit and avoid low-value
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customers. Where information about a customer’s income or net worth are available, for example, it is possible
to personalize product prices according to his or her spending capacity (“price discrimination”) [73]. Similarly,
personal risk factors and other background information can be used by companies to adjust a person’s insurance
premiums [74] and to reject his or her credit or rental applications. For all these purposes, highly intimate
personal data is regularly used. For instance, some firms offer credit scorings based on people’s likes and
posts on social media, club and subscription activity, GPS location data, shopping habits, and online behvioral
analytics, including invidual mouse clicks and information on how quickly loan applicants scroll through
certain websites [75]. In 2015, Facebook even filed a patent to assess a person’s creditworthiness based on his
or her circle of friends [76].

2.6 Identification of Personal Weak Spots

Description: Personal data is screened for vulnerabilities (e.g., physical, psychological, financial, social) to be able to
harm the data subject effectively and/or stealthily.

Examples:
• Torture. In order to inflict the greatest possible pain on a human being, it can be helpful to know his

or her personal vulnerabilities and fears (e.g., claustrophobia, fear of isolation, cultural sensitivities). In
torture prisons, for example, medical and psychological assessments are sometimes used to identify weak
spots of individual detainees [39, 77]. Similarly, in psychological warfare, personal weaknesses can be
exploited to strategically destroy the morale of enemies. For instance, secret police in the German Democratic
Republic created psychograms of individual political dissidents to identify effective ways of depressing their
psychological states [78]. Knowledge about physical vulnerabilities, such as illnesses, allergies, bodily defects
or physical substance dependences, can also be exploited to effectively and/or stealthily harm a person. For
example, there have been attempts to secretly murder people by withholding live-saving medications [79] or
hiding allergens in their food [80].

• Bullying. Personal weak spots of classmates or work colleagues (e.g., physical vulnerabilities, illness,
anxieties, relationship problems) are often exploited by bullies to torment their victims, causing “devastating
mental, physical, and social consequences” [81]. Knowledge about personal sensitivities – and, thus, the
ability to trigger strong reactions in their targets – can also help bullies to get away with their attacks, since
others may find the victim’s reaction incomprehensible or even laughable [82]. Therefore, when fallen into the
wrong hands, information about personal weak spots can lead to the data subject being more vulnerable to
bullying tactics.

• Legal vulnerabilities. Perpetrators who want to harm a person (e.g., through assault, theft or fraud) can
benefit from knowledge about the person’s level of legal protection. It may be useful to perpetrators, for
example, to know whether their victim has a legal expenses insurance, close ties with legal experts, the time
and resources for a lengthy court battle and/or the funds to work with a good lawyer. In fact, two of the most
common reasons why victims of workplace harassment do not file a complaint are their time constraints and
their inability to afford a lawyer [83]. Knowledge of such vulnerabilities can reassure perpetrators that their
victim is defenseless and that they are unlikely to face consequences for causing harm to them.

2.7 Personalized Persuasion

Description: A message is targeted and/or tailored based on information about the receiver (e.g., preferences, personality
traits, political attitudes, fears) to increase the message’s persuasive effect.

Examples:
• Commercial advertising. Social networking websites, search engines and online ad networks make extensive

use of personal data to target advertising to individual members of their audience [84, 85, 86]. For example, in
“behavioral targeting”, ads are served based on people’s previous online activity and browsing behavior [87].
Empirical research has shown that ad targeting based on people’s smallest expressions of preference, such as a
single “like” on Facebook, can already result in an effect of mass psychological persuasion [88]. Marketers
can also target ads based on lifestyle characteristics, demographics (e.g., sex, age, income, employment status)
and real-time location [84] or even emotions and mental states, such as when people are sad or fearful [89] or
feel less attractive [90]. Furthermore, as people tend to be more receptive to ads when they feature people
who resemble themselves, algorithms are being developed to automatically mimic facial characteristics of
target individuals [35]. Information about people’s attitudes and behavior can be used as real-time feedback to
incrementally fine-tune and improve algorithms until they show the deserved manipulative effect [91].
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• Political campaigns. Like commercial advertisers, political parties are increasingly making use of online
personalization techniques to boost the effectiveness of their campaign ads [22], which has been recognized
as a threat to voter self-determination and democracy at large [92]. This issue became a focus of public
debate when, after the 2016 US presidential election, consulting firm Cambridge Analytica was accused of
influencing voter opinions using detailed personal data harvested from millions of Facebook accounts [93].
Based on individual psychographic profiles derived from the Facebook data, undecided voters were served ads
designed to “target their inner demons”, as the whistleblower Christopher Wylie described [94]. Empirical
research indicates that personalized political advertising can have a significant effect on the electoral behavior
of individuals [95].

• Social engineering attacks. In a common fraud scheme known as “phishing” or “social engineering”,
cybercriminals send deceptive messages to their victims, prompting them to reveal sensitive information, such
as usernames, passwords and credit card details [96]. Where insights about the receiver are available, phishing
messages can be personalized to attract more attention or deceptively signal trustworthiness – and thereby
increase the overall effectiveness of the attack [97]. Phishing can not only hit private individuals, but through
their employees also major corporations, such as Google and Facebook [98], and governmental institutions,
such as the White House [99]. Interpol classifies social engineering as one of the world’s emerging fraud
trends [100], with human influenceability recognized as the weakest link in the computer security chain [101].

2.8 Contacting the Data Subject

Description: Contact information (e.g., e-mail address, phone number, mail address, social media account, videocon-
ferencing ID) is exploited to send unsolicited objects or messages to a person.

Examples:
• Fraudulent messages and unsolicited advertising. Companies and criminals can exploit contact details

to unsolicitedly contact a person for commercial or fraudulent purposes. While there have been legislative
approaches to bring the issue under control [102], unsolicited advertising remains a widespread phenomenon,
with commercial spam messages making up roughly half of the global email traffic [103]. Besides advertise-
ment, electronic messages may include malware or links to phishing websites [96]. Phone scams are also a
widespread threat which may result in people losing their entire life savings [104].

• Threat messages and letter bombs. Any type of contact channel can be exploited to threaten and intimidate
the message receiver, with some common examples being hate mail, phone treats or insults on social media.
Empirical research shows that many people already experience abusive messages at a young age [105]. Not
only the content, but also the nature and frequency of contact can be harassing (e.g., repeated phone calls at
inconvenient times). Apart from threats of violence, physical parcels and letters can contain dangerous items,
such as poison or explosives, with the potential to injure or kill the receiver. For example, a series of package
bombs in Texas killed two and seriously injured five in 2018 [106]. In the same year, letter bombs were sent to
several critics of the Trump administration [107].

• Online sexual predation. Social networking websites, instant messaging apps, online chat rooms and other
communication channels can be exploited by sexual predators to lure potential victims. Among internet users,
minors face a particularly high risk of being contacted by strangers with dubious intentions [108], which is
often underestimated by parents [109]. Even gaming platforms have been exploited for online sex crimes
against children [110]. Once a dialogue with their target is established, sexual predators can try to establish
an emotional connection (“child grooming”), pressure their victim to engage in sexual activity, or even try to
set up in-person meetings. For cases where the target’s whereabouts are revealed to an offender and physical
contact is established, see Sect. 2.9.

2.9 Locating and Physically Accessing the Data Subject

Description: Personal data is used to track people down and gain direct physical contact to them without their consent.

Examples:
• Sex crimes. Insights into the whereabouts of their targets can enable predatory stalkers to prepare and carry out

a sexual assault. It could help them to know, for example, at what times the victim is alone in unguarded places.
Online stalking – or “cyberstalking” – can evolve into offline stalking when the target’s location is revealed to
the perpetrator, potentially entailing trespassing and physical assault [111, 112]. With the offender’s ability to
locate the victim, cyberstalking can even end in murder, as in the case of 15-year-old Carly Ryan from South
Australia [113].
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• Religious, racist and political persecution. Today, as in most of human history, many people are persecuted
because of their religious beliefs [114], ethnicity [115], sexual orientation [116] or political affiliation [117].
Information on the hiding place or whereabouts of persecuted individuals can allow their oppressors to track
them down for arrest, physical harm or assassination. A historical example is the national census data collected
in Nazi Germany, which later helped Hitler’s henchmen to locate and deport Jews and other Holocaust victims
with horrendous precision [118]. While some persecuted individuals fortunately managed to hide from the
Nazis until the end of World War II, modern and ubiquitous surveillance technologies (e.g., CCTV with
facial recognition, license plate scanners, GPS tracking) enable today’s governmental and non-governmental
oppressors to trace their declared enemies with even greater efficiency [119, 120, 121]. A person’s location
may even be revealed through seemingly non-sensitive data such as photo metadata [122] or smartphone
motion sensor readings (even when GPS is turned off) [123].

• Organized crime. Information on the whereabouts of their enemies and targets (e.g., members of enemy
gangs, targets for contract killing, witnesses of crimes) can enable criminals to find and attack them. For this
reason, witness protection programs often involve a relocation of threatened individuals, the strict protection
of address data and sometimes even the construction of a whole new identity for witnesses [124]. Like
governmental agencies, criminal organizations have started to make use of sophisticated spyware to monitor
potential enemies [125]. Even street gangs have been reported to use digital tools to track down deserters
across national borders [126].

2.10 Accessing Protected Domains or Assets

Description: Personal data is used to gain access to protected domains and assets of the data subject, such as personal
accounts, private property or even the subject’s whole identity.

Examples:
• Social media burglary. Information about people’s whereabouts can be exploited to break into their homes

while they are out. As a particular example, there has been a trend for burglars to use information shared online
by home owners, such as their holiday plans announced in social media posts – a technique also referred to as
“Facebook burglary” [127]. Such incidents have inspired projects like www.PleaseRobMe.com to warn people
about the risks of online oversharing [128].

• Identity theft. Various types of personal data, including dates of birth, passport numbers, Social Security
numbers, telephone numbers, Medicare numbers, addresses and financial account numbers, can help criminals
to steal people’s identities and perform activities in their name, such as opening accounts, making purchases or
filing fraudulent tax returns [129, 130]. While identity theft has long been a concern, the number of reported
cases has risen sharply in recent years [131]. Leaked passwords and answers to security questions (e.g.,
mother’s maiden name) can be exploited to take over a person’s online accounts – not only to enrich oneself
financially and to collect more personal data but also to message and potentially threaten other people in the
name of the victim. Some common consequences for victims of identity theft are lawsuits, the denial of loans
and public benefits, harassment by debt collectors, embarrassment, stress, and anxiety [132]. Emerging forms
of identity theft even exploit biometric samples to artificially mimic fingerprints or the voice of a victim in
order to impersonate them and deceive biometric authentication mechanisms [133].

2.11 Reacting Strategically to Actions or Plans of the Data Subject

Description: Insights into people’s actions and intentions are used to interfere with, preempt, or mitigate their plans.

Examples:
• Stifling of political resistance. Today’s intelligence agencies and secret services have a rich arsenal of

surveillance technologies at their disposal (cf. Sect. 2.3). The ability to secretly track citizens’ locations
and tap their communication channels can enable authoritarian states, for example, to spy out the plans
and movements of their political dissidents [134]. For instance, smartphone spyware can allow regimes to
read private chats and emails on infiltrated devices [45, 135]. The Guardian has reported on cases where
sophisticated government spyware was deployed to “spy on journalists, activists and anti-graft groups as
they worked to highlight [. . . ] notorious cases of crime, corruption and abuse of authority” [46]. Whether
government critics are preparing an information event, planning a fundraising campaign, organizing civil
disobedience or arranging a protest march – any insight into their plans can help the incumbent regime to
“expose, disrupt, misdirect, or otherwise neutralize” [136] such efforts by intervening early and strategically.

• Predictive policing. Computerized analytical tools for the identification and prediction of potential criminal
activity are being developed and, in some places, already regularly used by law enforcement agencies [137].
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Advanced AI-based systems to support this so-called practice of “predictive policing” can combine a variety of
sensitive personal information and surveillance technologies, such as location tracking, facial recognition and
gait analysis, to calculate risk scores for individual citizens and classify them as potential suspects [70]. Apart
from the danger that such approaches can lead to discriminatory or biased policing (e.g., over-policing of
low-income or minority communities) [138], there is also concern that predictive analytics in law enforcement
can lead to wrongful accusations and convictions due to algorithmic errors [139]. A broad coalition of civil
rights groups, including the the Electronic Frontier Foundation and the American Civil Liberties Union, has
issued a “statement of concern” warning about the dangers of predictive policing, emphasizing its potential to
undermine constitutional rights of individuals [140]. While still not very effective [141], predictive policing is
an attempt to spy out, predict and thwart people’s (criminal) intentions.

• Forestalling legal action. Knowledge about a person’s plan to take legal action (e.g., criminal complaint,
whistleblowing to authorities) can enable the accused party to prepare for a legal battle or to thwart the
anticipated threat altogether – for example, by bribing, intimidating, discrediting or otherwise impeding
the accuser. When it becomes known to the wrong people that a person holds incriminating evidence or is
prepared to appear as a principal witness in court, the person may even be in danger of being preemptively
killed, especially in investigations against organized crime groups [142, 143]. In corporate and governmental
organizations, where whistleblowing is considered an important mechanism to “unmask certain types of
infringements which are particularly harmful to the public interest” [144], surveillance tools can be employed by
the management to automatically detect employees with the potential of becoming whistleblowers [145, 146].
One possible red flag could be an employee’s “context switching”, meaning that the employee asks a colleague
to switch to a secure communication channel, such as an encrypted instant messenger or offline face-to-face
conversation, “indicating that the subject matter is too risky for the corporate network” [50].

3 Discussion

In the previous section, we have proposed a classification scheme for personal data misuses, illustrating the wide variety
of potentially harmful actions that can be enabled and facilitated by obtaining information about individuals. In this
section, we will explain its utility by outlining possible applications of the scheme (Sect. 3.1) and then discuss its scope
and limitations (Sect. 3.2).

3.1 Utility of the Classification Scheme

By providing a comprehensive answer to the question “in which ways can personal data be used against the data
subject?”, our proposed classification scheme can serve as a tool and theoretical foundation for privacy impact
assessments, helping the assessors to avoid potential blind spots. When gauging which of the eleven classes presented in
Sect. 2 are relevant to a given situation, not only the specific types of collected data should be taken into consideration,
but also – as far as assessable – the technical capabilities and probable intentions of the respective data controller(s).

Furthermore, our classification scheme (and the examples provided) can be used to educate and raise awareness about
potential harms that may result from disclosing personal data to malicious or negligent actors, thus helping people to
comprehend an appreciate the importance of privacy protection. In particular, this paper offers a structured response and
antithesis to the misguided, yet widespread, nothing-to-hide attitude, which ignores many possible types of personal
data misuse [4, 9, 10].

3.2 Scope and Limitations of the Classification Scheme

Given the holistic focus and broad applicability of our classification scheme, there are several points that need to be
addressed to clarify its scope and meaning.

First, it is important to recognize that many of the harms and abuses from the examples provided in Sect. 2 can also hap-
pen without the responsible party having access to individuals’ personal data. For example, incentive systems (Sect. 2.2)
as well as marketing and phishing messages (Sect. 2.7) do not need to be personalized to be effective. They can also be
selected or designed based on general knowledge about human preferences and psychology, or simply be very effective
by chance. Threats like “I know where you live” (Sect. 2.2) can also be effective when the offender making the threat
does not, in fact, know how to locate the victim but convincingly pretends to do so. To discredit a person (Sect. 2.4), not
only damning evidence and actual personal secrets can be exploited, but – as long as it appears credible to the respective
audience – also untrue and fabricated information. To break into a house or gain unauthorized access to a person’s
user account (Sect. 2.10), perpetrators do not necessarily require information about their victims’ login credentials or
whereabouts. And even to spread unsolicited advertisements (Sect. 2.7), distributors do not necessarily need to know
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individuals’ specific addresses but can also distribute their messages to randomly chosen or randomly generated email
or postal addresses and phone numbers. Nevertheless, having access to personal data can make all these actions easier,
safer and much more efficient from the data controller’s perspective and – as the examples in Sect. 2 illustrate – can
also open up new subforms and paths of harm and exploitation within the proposed categories.

Second, as data pseudonymization and anonymization are commonly applied by data controllers to remove their
collected data from the scope of privacy law [22, 147], it should be noted that many of the threats listed in Sect. 2
can also be enabled and facilitated by de-identified data. For example, insights into the browsing behavior of Internet
users can be used to personalize incentives (Sect. 2.2), individually tailor persuasive messages (Sect. 2.7) and to treat
users differently in terms of service offerings and pricing (Sect. 2.5), even without their real names attached to the data.
Furthermore, data anonymization can often be reversed using system backdoors or statistical techniques [148, 149, 150].
Also, as we have explored in previous work, a rich variety of sensitive personal information can be inferred from hidden
patterns and correlations in collected data [151], including from “innocuous” and seemingly anonymous sensor data
from mobile and wearable devices [123, 152, 153, 154]. Thus, de-identified data must not be left out of consideration
when assessing potential harms resulting from data collection and the use of modern technologies – and when designing
corresponding technical, organizational, and regulatory safeguards. Rather than focusing on “personal data” per se, the
focus should be on harms resulting from data use and on how they can be mitigated.

Third, while all classes of data use presented in Sect. 2 certainly have the potential to cause harm and be ethically
indefensible, this is not always the case. In fact, depending on the context and the underlying intentions, many of the
data uses described can be beneficial for both the data subject and society at large. Means of compliance monitoring, for
example, which can enable political oppression, domestic abuse and intrusive workplace surveillance (cf. Sect. 2.3), can
also serve the general public interest (e.g., speed cameras for traffic control, financial transparency obligations to avoid
tax evasion, observation of violent criminals). Of course, while the vast majority of people would arguably agree with
the framing of the previous sentence, the categorization of data uses into “good” and “bad” is often more complicated.
It is ultimately a subjective evaluation, and the lawfulness of data uses depends on the respective legal system. From a
societal perspective, evaluating the costs and benefits of data uses requires a complex balancing of interests (e.g., ease of
use and affordability of products vs. protection of civil liberties). Under current frameworks of data governance, which
are riddled with loopholes and often utterly unfit for purpose [15, 155], it is very important not to equate or confuse
“legal” with “socially acceptable”. Under the prevailing legal paradigm of privacy self-management, for example,
individuals can authorize almost any type of data disclosure and processing without having the slightest clue what
exactly they are consenting to [15]. Many data practices flourishing in this legal environment are highly questionable,
with large parts of the data economy subsisting on business models frowned upon by the majority of the population,
such as behavioral targeting [156]. Recent legal advances, such as EU’s new General Data Protection Regulation,
have failed to change the fact that “[e]very day, people are confronted with misleading consent requests, uncontrolled
tracking and surveillance in online advertising, and large tech firms’ uncanny knowledge of their intimate lives” [157].

4 Conclusion

Discussions around the misuse of personal data are often characterized by a narrow understanding of the problem.
Public attention is fixed on a few prominent topics and threats, while many other issues of relevance remain largely
ignored. To help broaden the view on data privacy, this paper has proposed a holistic classification of the ways in which
personal data can be used against people. By illustrating the variety of harmful actions that can be facilitated by the
disclosure of personal information, the classification and the real-world examples provided herein may serve as an
inspiration for consumer education and privacy impact assessments. The eleven categories of data misuse demonstrate
that access to personal information can be a powerful instrument (and sometimes even a necessary precondition) for
harming, discriminating, influencing, and oppressing people. Importantly, many of these threats are independent from
the victim’s law-abidance and may therefore also affect people who supposedly have “nothing to hide”. In conclusion,
the protection of personal data and the regulation of its use are issues of enormous importance that should concern all of
society. The ultimate purpose of personal data protection is not to protect data, but to protect people against the harms
resulting from data disclosure and misuse. Of course, our classification scheme represents only one of many possible
ways of looking at the value of informational privacy. We hope to inspire fellow researchers to further develop and
build upon our work.
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