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DATA PLAYS A critical role in machine learning. Every 
machine learning model is trained and evaluated 
using data, quite often in the form of static datasets. 
The characteristics of these datasets fundamentally 
influence a model’s behavior: a model is unlikely to 
perform well in the wild if its deployment context does 
not match its training or evaluation datasets, or if these 
datasets reflect unwanted societal biases. Mismatches 
like this can have especially severe consequences when 
machine learning models are used in high-stakes 
domains, such as criminal justice,1,13,24 hiring,19 critical 
infrastructure,11,21 and finance.18 Even in other domains, 
mismatches may lead to loss of revenue or public 
relations setbacks. Of particular concern are recent 
examples showing that machine learning models can 
reproduce or amplify unwanted societal biases reflected 
in training datasets.4,5,12 For these and other reasons, 
the World Economic Forum suggests all entities should 
document the provenance, creation, and use of machine 
learning datasets to avoid discriminatory outcomes.25

Although data provenance has been studied 

extensively in the databases com-
munity,3,8 it is rarely discussed in 
the machine learning community. 
Documenting the creation and use of 
datasets has received even less atten-
tion. Despite the importance of data 
to machine learning, there is current-
ly no standardized process for docu-
menting machine learning datasets.

To address this gap, we propose 
datasheets for datasets. In the elec-
tronics industry, every component, 
no matter how simple or complex, 
is accompanied with a datasheet de-
scribing its operating characteristics, 
test results, recommended usage, and 
other information. By analogy, we pro-
pose that every dataset be accompa-
nied with a datasheet that documents 
its motivation, composition, collec-
tion process, recommended uses, and 
so on. Datasheets for datasets have 
the potential to increase transparen-
cy and accountability within the ma-
chine learning community, mitigate 
unwanted societal biases in machine 
learning models, facilitate greater re-
producibility of machine learning re-
sults, and help researchers and prac-
titioners to select more appropriate 
datasets for their chosen tasks.

After outlining our objectives, we 
describe the process by which we 
developed datasheets for datasets. 
We then provide a set of questions 
designed to elicit the information 
that a datasheet for a dataset might 
contain, as well as a workflow for da-
taset creators to use when answering 
these questions. We conclude with 
a summary of the impact to date of 
datasheets for datasets and a discus-
sion of implementation challenges 
and avenues for future work.

Objectives. Datasheets for datasets 
are intended to address the needs of 
two key stakeholder groups: dataset 
creators and dataset consumers. For 
dataset creators, the primary objec-
tive is to encourage careful reflection 
on the process of creating, distribut-
ing, and maintaining a dataset, in-
cluding any underlying assumptions, 
potential risks or harms, and implica-
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tions of use. For dataset consumers, 
the primary objective is to ensure they 
have the information they need to 
make informed decisions about using 
a dataset. Transparency on the part of 
dataset creators is necessary for data-
set consumers to be sufficiently well 
informed that they can select appro-
priate datasets for their chosen tasks 
and avoid unintentional misuse.a

Beyond these two key stakeholder 
groups, datasheets for datasets may 
be valuable to policy makers, con-
sumer advocates, investigative jour-
nalists, individuals whose data is 
included in datasets, and individu-
als who may be impacted by models 

a We note that in some cases, the people creat-
ing a datasheet for a dataset may not be the 
dataset creators, as was the case with the ex-
ample datasheets that we created as part of 
our development process.

trained or evaluated using datasets. 
They also serve a secondary objective 
of facilitating greater reproducibility 
of machine learning results: research-
ers and practitioners without access 
to a dataset may be able to use the 
information in its datasheet to create 
alternative datasets with similar char-
acteristics.

Although we provide a set of ques-
tions designed to elicit the informa-
tion a datasheet for a dataset might 
contain, these questions are not in-
tended to be prescriptive. Indeed, 
we expect that datasheets will neces-
sarily vary depending on factors such 
as the domain or existing organiza-
tional infrastructure and workflows. 
For example, some the questions are 
appropriate for academic research-
ers publicly releasing datasets for the 
purpose of enabling future research, 
but less relevant for product teams 

 key insights
 ˽ There are currently no industry standards 

for documenting machine learning 
datasets.

 ˽ Datasheets address this gap by 
documenting the contexts and contents 
of datasets: from their motivation, 
composition, collection process, and 
recommended uses.

 ˽ Datasheets for datasets can increase 
transparency and accountability within 
the machine learning community, 
mitigate unwanted biases in machine 
learning models, facilitate greater 
reproducibility of machine learning 
results, and help researchers and 
practitioners to choose the right dataset.

 ˽ Datasheets enable dataset creators to 
be intentional throughout the dataset 
creation process.

 ˽ Iterating on the design of datasheets with 
practitioners and legal experts helped 
improve the questions.

 ˽ Datasheets and other forms of data 
documentation are increasingly 
commonly released along with datasets.
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datasheet.” This is because we did not 
create the dataset ourselves and could 
not find the answers to these ques-
tions in the available documentation. 
For an example of a datasheet that 
was created by the creators of the 
corresponding dataset, please see 
that of Cao and Daumé.6,b We note 
that even dataset creators may be un-
able to answer all the questions pro-
vided here. We recommend answer-
ing as many questions as possible 
rather than skipping the datasheet 
creation process entirely.

Motivation. The following ques-
tions are primarily intended to en-
courage dataset creators to clearly 
articulate their reasons for creating 
the dataset and to promote transpar-
ency about funding interests. The 
latter may be particularly relevant 
for datasets created for research pur-
poses.

1. For what purpose was the data-
set created? Was there a specific task 
in mind? Was there a specific gap that 
needed to be filled? Please provide a 
description.

2. Who created the dataset (for ex-
ample, which team, research group) 
and on behalf of which entity (for ex-
ample, company, institution, organi-
zation)?

3. Who funded the creation of the 
dataset? If there is an associated grant, 
please provide the name of the grantor 
and the grant name and number.

4. Any other comments?
Composition. Dataset creators 

should read through these questions 
prior to any data collection and then 
provide answers once data collection 
is complete. Most of the questions 
here are intended to provide dataset 
consumers with the information they 
need to make informed decisions 
about using the dataset for their cho-
sen tasks. Some of the questions are 
designed to elicit information about 
compliance with the EU’s General 
Data Protection Regulation (GDPR) 
or comparable regulations in other 
jurisdictions.

Questions that apply only to 
datasets that relate to people are 
grouped together at the end of the 

b See https://github.com/TristaCao/into_ 
inclusivecoref/blob/master/GICoref/data-
sheet-gicoref.md.

creating internal datasets for train-
ing proprietary models. As another 
example, Bender and Friedman2 out-
line a proposal similar to datasheets 
for datasets specifically intended for 
language-based datasets. Their ques-
tions may be naturally integrated into 
a datasheet for a language-based da-
taset as appropriate.

We emphasize that the process of 
creating a datasheet is not intended 
to be automated. Although automat-
ed documentation processes are con-
venient, they run counter to our objec-
tive of encouraging dataset creators 
to carefully reflect on the process of 
creating, distributing, and maintain-
ing a dataset.

Development Process
Here, we refined the questions and 
workflow provided over a period of 
approximately two years, incorporat-
ing many rounds of feedback.

First, leveraging our own experi-
ences as researchers with diverse 
backgrounds working in different 
domains and institutions, we drew 
on our knowledge of dataset char-
acteristics, unintentional misuse, 
unwanted societal biases, and other 
issues to produce an initial set of 
questions designed to elicit informa-
tion about these topics. We then “test-
ed” these questions by creating ex-
ample datasheets for two widely used 
datasets: Labeled Faces in the Wild16 
and Pang and Lee’s polarity dataset.22 
We chose these datasets in large part 
because their creators provided ex-
emplary documentation, allowing us 
to easily find the answers to many of 
the questions. While creating these 
example datasheets, we found gaps 
in the questions, as well as redundan-
cies and lack of clarity. We therefore 
refined the questions and distributed 
them to product teams in two major 
U.S.-based technology companies, in 
some cases helping teams to create 
datasheets for their datasets and ob-
serving where the questions did not 
achieve their intended objectives. 
Contemporaneously, we circulated 
an initial draft of this article to col-
leagues through social media and on 
arXiv (draft posted Mar. 23, 2018). Via 
these channels we received extensive 
comments from dozens of research-
ers, practitioners, and policy makers. 

We also worked with a team of lawyers 
to review the questions from a legal 
perspective.

We incorporated this feedback to 
yield the questions and workflow pro-
vided in the next section: We added 
and removed questions, refined the 
content of the questions, and reor-
dered the questions to better match 
the key stages of the dataset life cycle. 
Based on our experiences with prod-
uct teams, we reworded the questions 
to discourage yes/no answers, added a 
section on “Uses,” and deleted a sec-
tion on “Legal and Ethical Consider-
ations.” We found that product teams 
were more likely to answer questions 
about legal and ethical consider-
ations if they were integrated into sec-
tions about the relevant stages of the 
dataset lifecycle rather than grouped 
together. Finally, following feedback 
from the team of lawyers, we removed 
questions that explicitly asked about 
compliance with regulations, and in-
troduced factual questions intended 
to elicit relevant information about 
compliance without requiring dataset 
creators to make legal judgments.

Questions and Workflow
In this section, we provide a set of 
questions designed to elicit the infor-
mation that a datasheet for a dataset 
might contain, as well as a workflow 
for dataset creators to use when an-
swering these questions. The ques-
tions are grouped into sections that 
approximately match the key stages 
of the dataset lifecycle: motivation, 
composition, collection process, pre-
processing/cleaning/labeling, uses, 
distribution, and maintenance. This 
grouping encourages dataset creators 
to reflect on the process of creating, 
distributing, and maintaining a da-
taset, and even alter this process in 
response to their reflection. We note 
that not all questions will be appli-
cable to all datasets; those that do not 
apply should be skipped.

To illustrate how these questions 
might be answered in practice, we 
produced an appendix that in-
cludes an example datasheet for 
Pang and Lee’s polarity dataset.22 
(The appendix is available online at  
https://dl.acm.org/ doi/ 10.1145/ 3458723.) 
We answered some of the questions 
with “Unknown to the authors of the 
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section. We recommend taking a 
broad interpretation of whether a da-
taset relates to people. For example, 
any dataset containing text that was 
written by people relates to people.

5. What do the instances that 
comprise the dataset represent (for 
example, documents, photos, people, 
countries)? Are there multiple types 
of instances (for example, movies, us-
ers, and ratings; people and interac-
tions between them; nodes and edg-
es)? Please provide a description.

6. How many instances are there 
in total (of each type, if appropriate)?

7. Does the dataset contain all 
possible instances or is it a sample 
(not necessarily random) of instances 
from a larger set? If the dataset is a 
sample, then what is the larger set? 
Is the sample representative of the 
larger set (for example, geographic 
coverage)? If so, please describe how 
this representativeness was validated/
verified. If it is not representative of 
the larger set, please describe why not 
(for example, to cover a more diverse 
range of instances, because instances 
were withheld or unavailable).

8. What data does each instance 
consist of? “Raw” data (for example, 
unprocessed text or images) or fea-
tures? In either case, please provide a 
description.

9. Is there a label or target associ-
ated with each instance? If so, please 
provide a description.

10. Is any information missing 
from individual instances? If so, 
please provide a description, explain-
ing why this information is missing 
(for example, because it was unavail-
able). This does not include inten-
tionally removed information, but 
might include, for example, redacted 
text.

11. Are relationships between in-
dividual instances made explicit (for 
example, users’ movie ratings, social 
network links)? If so, please describe 
how these relationships are made ex-
plicit.

12. Are there recommended data 
splits (for example, training, devel-
opment/validation, testing)? If so, 
please provide a description of these 
splits, explaining the rationale be-
hind them.

13. Are there any errors, sources of 
noise, or redundancies in the datas-

et? If so, please provide a description.
14. Is the dataset self-contained, 

or does it link to or otherwise rely 
on external resources (for example, 
websites, tweets, other datasets)? If it 
links to or relies on external resourc-
es, a) are there guarantees that they 
will exist, and remain constant, over 
time; b) are there official archival ver-
sions of the complete dataset (that is, 
including the external resources as 
they existed at the time the dataset 
was created); c) are there any restric-
tions (for example, licenses, fees) as-
sociated with any of the external re-
sources that might apply to a dataset 
consumer? Please provide descrip-
tions of all external resources and any 
restrictions associated with them, as 
well as links or other access points, as 
appropriate.

15. Does the dataset contain data 
that might be considered confidential 
(for example, data that is protected by 
legal privilege or by doctor–patient 
confidentiality, data that includes the 
content of individuals’ non-public 
communications)? If so, please pro-
vide a description.

16. Does the dataset contain data 
that, if viewed directly, might be of-
fensive, insulting, threatening, or 
might otherwise cause anxiety? If so, 
please describe why.

If the dataset does not relate to 
people, you may skip the remaining 
questions in this section.

17. Does the dataset identify any sub-
populations (for example, by age, gen-
der)? If so, please describe how these 
subpopulations are identified and pro-
vide a description of their respective dis-
tributions within the dataset.

18. Is it possible to identify indi-
viduals (that is, one or more natural 
persons), either directly or indirectly 
(that is, in combination with other 
data) from the dataset? If so, please 
describe how.

19. Does the dataset contain data 
that might be considered sensitive 
in any way (for example, data that re-
veals race or ethnic origins, sexual 
orientations, religious beliefs, politi-
cal opinions or union memberships, 
or locations; financial or health data; 
biometric or genetic data; forms of 
government identification, such as so-
cial security numbers; criminal histo-
ry)? If so, please provide a description.

Datasheets for 
datasets have 
the potential 
to increase 
transparency and 
accountability 
within the ML 
community, 
mitigate unwanted 
societal biases 
in ML models, 
facilitate greater 
reproducibility of 
ML results, and 
help researchers 
and practitioners 
select more 
appropriate 
datasets for  
their chosen tasks.
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processes, including the outcomes, as 
well as a link or other access point to 
any supporting documentation.

If the dataset does not relate to 
people, you may skip the remaining 
questions in this section.

27. Did you collect the data from 
the individuals in question directly, 
or obtain it via third parties or other 
sources (for example, websites)?

28. Were the individuals in ques-
tion notified about the data collec-
tion? If so, please describe (or show 
with screenshots or other informa-
tion) how notice was provided, and 
provide a link or other access point 
to, or otherwise reproduce, the exact 
language of the notification itself.

29. Did the individuals in question 
consent to the collection and use of 
their data? If so, please describe (or 
show with screenshots or other infor-
mation) how consent was requested 
and provided, and provide a link or 
other access point to, or otherwise re-
produce, the exact language to which 
the individuals consented.

30. If consent was obtained, were 
the consenting individuals provided 
with a mechanism to revoke their con-
sent in the future or for certain uses? 
If so, please provide a description, as 
well as a link or other access point to 
the mechanism (if appropriate).

31. Has an analysis of the poten-
tial impact of the dataset and its use 
on data subjects (for example, a data 
protection impact analysis) been 
conducted? If so, please provide a 
description of this analysis, includ-
ing the outcomes, as well as a link or 
other access point to any supporting 
documentation.

32. Any other comments?
Preprocessing/cleaning/label-

ing. Dataset creators should read 
through these questions prior to any 
preprocessing, cleaning, or labeling 
and then provide answers once these 
tasks are complete. The questions in 
this section are intended to provide 
dataset consumers with the informa-
tion they need to determine whether 
the “raw” data has been processed in 
ways that are compatible with their 
chosen tasks. For example, text that 
has been converted into a “bag-of-
words” is not suitable for tasks involv-
ing word order.

33. Was any preprocessing/clean-

20. Any other comments?
Collection process. As with the 

questions in the previous section, 
dataset creators should read through 
these questions prior to any data col-
lection to flag potential issues and 
then provide answers once collection 
is complete. In addition to the goals 
outlined earlier, the following ques-
tions are designed to elicit informa-
tion that may help researchers and 
practitioners to create alternative 
datasets with similar characteris-
tics. Again, questions that apply only 
to datasets that relate to people are 
grouped together at the end of the 
section.

21. How was the data associated 
with each instance acquired? Was 
the data directly observable (for ex-
ample, raw text, movie ratings), re-
ported by subjects (for example, sur-
vey responses), or indirectly inferred/
derived from other data (for example, 
part-of-speech tags, model-based 
guesses for age or language)? If the 
data was reported by subjects or in-
directly inferred/derived from other 
data, was the data validated/verified? 
If so, please describe how.

22. What mechanisms or proce-
dures were used to collect the data 
(for example, hardware apparatuses 
or sensors, manual human curation, 
software programs, software APIs)? 
How were these mechanisms or pro-
cedures validated?

23. If the dataset is a sample from 
a larger set, what was the sampling 
strategy (for example, deterministic, 
probabilistic with specific sampling 
probabilities)?

24. Who was involved in the data 
collection process (for example, stu-
dents, crowdworkers, contractors) 
and how were they compensated (for 
example, how much were crowdwork-
ers paid)?

25. Over what timeframe was the 
data collected? Does this timeframe 
match the creation timeframe of the 
data associated with the instances 
(for example, recent crawl of old news 
articles)? If not, please describe the 
timeframe in which the data associ-
ated with the instances was created.

26. Were any ethical review process-
es conducted (for example, by an in-
stitutional review board)? If so, please 
provide a description of these review 

The process 
of creating a 
datasheet is 
not intended to 
be automated. 
Although 
automated 
documentation 
processes are 
convenient, they 
run counter to 
our objective 
of encouraging 
dataset creators 
to carefully reflect 
on the process 
of creating, 
distributing,  
and maintaining  
a dataset.
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ing/labeling of the data done (for ex-
ample, discretization or bucketing, 
tokenization, part-of-speech tagging, 
SIFT feature extraction, removal of 
instances, processing of missing val-
ues)? If so, please provide a descrip-
tion. If not, you may skip the remain-
ing questions in this section.

34. Was the “raw” data saved in ad-
dition to the preprocessed/cleaned/
labeled data (for example, to support 
unanticipated future uses)? If so, 
please provide a link or other access 
point to the “raw” data.

35. Is the software that was used to 
preprocess/clean/label the data avail-
able? If so, please provide a link or 
other access point.

36. Any other comments?
Uses. The following questions are 

intended to encourage dataset cre-
ators to reflect on the tasks for which 
the dataset should and should not be 
used. By explicitly highlighting these 
tasks, dataset creators can help da-
taset consumers to make informed 
decisions, thereby avoiding potential 
risks or harms.

37. Has the dataset been used for 
any tasks already? If so, please pro-
vide a description.

38. Is there a repository that links 
to any or all papers or systems that 
use the dataset? If so, please provide 
a link or other access point.

39. What (other) tasks could the da-
taset be used for?

40. Is there anything about the 
composition of the dataset or the way 
it was collected and preprocessed/
cleaned/labeled that might impact fu-
ture uses? For example, is there any-
thing that a dataset consumer might 
need to know to avoid uses that could 
result in unfair treatment of individu-
als or groups (for example, stereotyp-
ing, quality of service issues) or other 
risks or harms (for example, legal 
risks, financial harms)? If so, please 
provide a description. Is there any-
thing a dataset consumer could do to 
mitigate these risks or harms?

41. Are there tasks for which the da-
taset should not be used? If so, please 
provide a description.

42. Any other comments?
Distribution. Dataset creators 

should provide answers to these ques-
tions prior to distributing the dataset 
either internally within the entity on 

behalf of which the dataset was cre-
ated or externally to third parties.

43. Will the dataset be distributed 
to third parties outside of the entity 
(for example, company, institution, 
organization) on behalf of which the 
dataset was created? If so, please pro-
vide a description.

44. How will the dataset be distrib-
uted (for example, tarball on website, 
API, GitHub)? Does the dataset have a 
digital object identifier (DOI)?

45. When will the dataset be dis-
tributed?

46. Will the dataset be distributed 
under a copyright or other intellec-
tual property (IP) license, and/or un-
der applicable terms of use (ToU)? If 
so, please describe this license and/
or ToU, and provide a link or other ac-
cess point to, or otherwise reproduce, 
any relevant licensing terms or ToU, 
as well as any fees associated with 
these restrictions.

47. Have any third parties imposed 
IP-based or other restrictions on the 
data associated with the instances? 
If so, please describe these restric-
tions, and provide a link or other ac-
cess point to, or otherwise reproduce, 
any relevant licensing terms, as well 
as any fees associated with these re-
strictions.

48. Do any export controls or other 
regulatory restrictions apply to the 
dataset or to individual instances? If 
so, please describe these restrictions, 
and provide a link or other access 
point to, or otherwise reproduce, any 
supporting documentation.

49. Any other comments?
Maintenance. As with the previous 

questions, dataset creators should 
provide answers to these questions 
prior to distributing the dataset. The 
questions in this section are intended 
to encourage dataset creators to plan 
for dataset maintenance and commu-
nicate this plan to dataset consumers.

50. Who will be supporting/host-
ing/maintaining the dataset?

51. How can the owner/curator/
manager of the dataset be contacted 
(for example, email address)?

52. Is there an erratum? If so, please 
provide a link or other access point.

53. Will the dataset be updated (for 
example, to correct labeling errors, 
add new instances, delete instances)? 
If so, please describe how often, by 

whom, and how updates will be com-
municated to dataset consumers (for 
example, mailing list, GitHub)?

54. If the dataset relates to people, 
are there applicable limits on the re-
tention of the data associated with 
the instances (for example, were the 
individuals in question told that their 
data would be retained for a fixed pe-
riod of time and then deleted)? If so, 
please describe these limits and ex-
plain how they will be enforced.

55. Will older versions of the data-
set continue to be supported/hosted/
maintained? If so, please describe 
how. If not, please describe how its 
obsolescence will be communicated 
to dataset consumers.

56. If others want to extend/aug-
ment/build on/contribute to the da-
taset, is there a mechanism for them 
to do so? If so, please provide a de-
scription. Will these contributions 
be validated/verified? If so, please de-
scribe how. If not, why not? Is there a 
process for communicating/distrib-
uting these contributions to dataset 
consumers? If so, please provide a 
description.

57. Any other comments?

Impact and Challenges
Since circulating an initial draft of this 
article in March 2018, datasheets for 
datasets have already gained traction 
in a number of settings. Academic re-
searchers have adopted our proposal 
and released datasets with accompa-
nying datasheets.7,10,23,26 Microsoft, 
Google, and IBM have begun to pi-
lot datasheets for datasets internally 
within product teams. Researchers 
at Google published follow-up work 
on model cards that document ma-
chine learning models20 and released 
a data card (a lightweight version of 
a datasheet) along with the Open Im-
ages dataset.17 Researchers at IBM 
proposed factsheets14 that document 
various characteristics of AI services, 
including whether the datasets used 
to develop the services are accompa-
nied with datasheets. The Data Nutri-
tion Project incorporated some of the 
questions provided in the previous 
section into the latest release of their 
Dataset Nutrition Label.9 Finally, the 
Partnership on AI, a multi-stakehold-
er organization focused on studying 
and formulating best practices for de-
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veloping and deploying AI technolo-
gies, is working on industry-wide doc-
umentation guidance that builds on 
datasheets for datasets, model cards, 
and factsheets.c

These initial successes have also 
revealed implementation challenges 
that may need to be addressed to sup-
port wider adoption. Chief among 
them is the need for dataset creators 
to modify the questions and work-
flow provided earlier based on their 
existing organizational infrastruc-
ture and workflows. We also note that 
the questions and workflow may pose 
problems for dynamic datasets. If a 
dataset changes only infrequently, we 
recommend accompanying updated 
versions with updated datasheets.

Datasheets for datasets do not 
provide a complete solution to miti-
gating unwanted societal biases or 
potential risks or harms. Dataset 
creators cannot anticipate every pos-
sible use of a dataset, and identify-
ing unwanted societal biases often 
requires additional labels indicating 
demographic information about in-
dividuals, which may not be available 
to dataset creators for reasons includ-
ing those individuals’ data protection 
and privacy.15

When creating datasets that relate 
to people, and hence their accompany-
ing datasheets, it may be necessary for 
dataset creators to work with experts 
in other domains such as anthropol-
ogy, sociology, and science and tech-
nology studies. There are complex and 
contextual social, historical, and geo-
graphical factors that influence how 
best to collect data from individuals 
in a manner that is respectful.

Finally, creating datasheets for 
datasets will necessarily impose over-
head on dataset creators. Although 
datasheets may reduce the amount 
of time that dataset creators spend 
answering one-off questions about 
datasets, the process of creating a 
datasheet will always take time, and 
organizational infrastructure and 
workflows—not to mention incen-
tives—will need to be modified to ac-
commodate this investment.

Despite these implementation 
challenges, there are many benefits 
to creating datasheets for datasets. 

c https://www.partnershiponai.org/about-ml/

In addition to facilitating better com-
munication between dataset creators 
and dataset consumers, datasheets 
provide an opportunity for dataset cre-
ators to distinguish themselves as pri-
oritizing transparency and account-
ability. Ultimately, we believe that the 
benefits to the machine learning com-
munity outweigh the costs.
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