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ABSTRACT
In recent years, machine learning approaches have been used to classify and extract style
from media and have been used to reinforce known chronologies from classical art history.
In this work we employ the first ever machine learning analysis of Australian rock art using
a data efficient transfer learning approach to identify features suitable for distinguishing
styles of rock art. These features are evaluated in a one-shot learning setting. Results demon-
strate that known Arnhem Land Rock art styles can be resolved without knowledge of prior
groupings. We then analyse the activation space of learned features and report on the rela-
tionships between styles and arrange these classes into a stylistic chronology based on dis-
tance within the activation space. By generating a stylistic chronology, it is shown that the
model is sensitive to both temporal and spatial patterns in the distribution of rock art in the
Arnhem Land Plateau region. More broadly, this approach is ideally suited to evaluating style
within any material culture assemblage and overcomes the common constraint of small
training data sets in archaeological machine learning studies.

ARTICLE HISTORY
Received 8 December 2020
Accepted 23 February 2021

KEYWORDS
Rock art; machine learning;
Arnhem Land; style

Introduction

The Arnhem Land Plateau region of northern
Australia has a rich and detailed history of rock art
inscription (Chaloupka 1993) (Figure 1). The earliest
dated pictograph in this region was inscribed
around 28,000 years ago (David et al. 2013) and
human occupation has been dated to 65,000 years
ago (Clarkson et al. 2017). With the practice of rock
art production continuing through to the current
time, the longevity of this artistic culture speaks to
the complexity and diversity of artistic styles
observed across this landscape. The frequency of
paintings along with their stylistic diversity in the
context of the deep history of human activity has
created a great challenge for those wishing to
unravel the antiquity of the region’s art
(Chippindale and Taçon 1998).

This challenge is further complicated by the lim-
ited availability of rock art for which direct dating
methods can be applied (Jones et al. 2017). In cases
of repeated site usage, the chronology of the art can
be derived from relative sequences in the superim-
position, with older motifs appearing beneath newer.
This method of investigation can also be supple-
mented with inferences drawn from environmental

and technological details depicted in the art
(Chaloupka 1993; Chippindale and Taçon 1998;
Lewis 1988). For the majority of rock art, however,
evidence sufficient to pinpoint the time of inscrip-
tion does not exist.

Style is an ever-present attribute of how different
items of material culture relate to one another.
However, classifying style and quantifying stylistic
relationships are time-consuming challenges in the
field of archaeology, particularly rock art studies
(Schaafsma 1985). The rock art assemblage of the
Arnhem Land Plateau region is stylistically diverse
and has long been the focus of archaeological
debate. By organising the assemblage into distinct
styles, archaeologists seek to understand the chrono-
logical evolution of art in the region. These styles
are difficult to define and even more difficult to
organise into a relative sequence. The complexity of
rich and nuanced information encoded in style is
central to the study of archaeology (Conkey and
Hastorf 1993). Style is the variation in material cul-
ture over time and space which occurs when human
activity is conducted in a particular way and in the
context of alternative ways (Clegg 1987; Hegmon
1992). Following this definition, ‘stylistic behaviour
is founded on the basic human cognitive process of
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identification via comparison’ (Wiessner 1984:190)
and therefore any study of style is a study of the dif-
ferences between styles. Style must also have both
geographic and temporal controls, as does the social
identity of the group of people for which a given
style is characteristic (Sackett 1982).

In the context of art, when style is considered in
this way, there are many disparate factors that could
each describe style or could be combined to form
different definitions of style. These factors include
the subject matter being depicted (e.g. human fig-
ures, flora and fauna, geometric designs), different
use of colours and design elements, placement and
display of the subject (e.g. arrangement of the art in
the depiction, the type of material on which the art
is inscribed) and the method used to inscribe the
art (brush work, line thickness, use of stencilling)
(Domingo Sanz and Fiore 2014). Variations in any
one or more of these elements could be used to
describe stylistic classes (Domingo Sanz and Fiore
2014:7105). The application of stylistic analysis to
rock art has been, and continues to be, critical in
unravelling the overlapping history of graphic illus-
tration in northern Australia (Layton 1992).

Observational approaches

Connoisseurship has proven to be one of the most
effective means of detecting stylistic categories in
rock art and forming those categories into larger
movements or periods (Gunn 2018; Gunn et al.
2018). Styles are first defined by typological factors
inferred by visual inspection of repeated motif pat-
terns (Chaloupka 1993; Lewis 1988), after which
they may be further organised into an inferred
chronological order. A major concern for archaeo-
logical research in Arnhem Land has been the div-
isive chronological schema for styles of rock art.
There have been competing rock art chronologies
proposed for Arnhem Land each consisting of some
variation on stylistic definitions (Brandl 1973;
Chaloupka 1993; Chippindale and Taçon 1998;
Haskovec 1992; Lewis 1988). These chronologies are
strongly dependent on the identification of stylistic
classes, technology and subject matter depicted in
the rock art and subsequent superimposition. These
competing relative chronological systems are there-
fore dependent on reliably identifying these charac-
teristics within an assemblage of rock art.

Figure 1. Map of the Arnhem land plateau rock art region highlighting the extents of the pan-Arnhem data sources as well
as the geographically isolated distributions of the Northern Running Figures and the Wilton River motifs.
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Brandl (1973) produced one of the first detailed
attempts at developing a chronology for Arnhem
Land rock art with the introduction of eight stylistic
periods. Brandl’s (1973) styles became the basis for
the chronology and styles later developed by Lewis
(1988:107). The chronology developed by Lewis
(1988:ix) consists of four major periods delineated
by changes in material culture. These are known as
the Boomerang, Hooked Stick, Broad Spearthrower,
and Long Spearthrower Periods which have been
named after the most distinctive material culture
associated with each era (Lewis 1988:105). Lewis’
(1988:13) methodology was based on depictions of
human figures and their associated material culture
items as he argued artefacts create identifiable, and
therefore more reliable, temporal boundaries and
criticises superimposition as a method for defining
chronologies between styles (Lewis 1988:107).

In contrast Chaloupka (1993:89) anchored his
proposed chronology to generalised timings coincid-
ing with major environmental and climatic changes
in Arnhem Land with periods divided into Pre-
Estuarine, Estuarine, and Freshwater (and Contact)
which contained at least 11 major styles or stylistic
complexes. Lewis (1988:107) suggested that
Chaloupka’s Pre-Estuarine and Estuarine division
does not exist and should be conflated with later
periods. Chippindale and Taçon (1998) used
Chaloupka’s styles to build a chronology based on
Old, Intermediate and New, identifying 10 major
styles or stylistic complexes. Haskovec (1992:148)
stated that material culture depicted in rock art
changes less frequently than stylistic change.
Therefore, he emphasises style should be the main
approach towards identification and definition of a
rock art assemblage (Haskovec 1992). To add to the
chronological complexity of Arnhem Land rock art,
Haskovec (1992:149) proposes six phases containing
eight major styles or stylistic complexes. While there
is a general acceptance for broad categories of rock
art styles such as Dynamic Figures, it has been dem-
onstrated that there is still significant variation
within an overarching schema (Johnston 2017).
Furthermore, the early Large Naturalistic Style has
been noted as recursive in nature as large naturalis-
tic depictions of subject matter occur throughout
the Arnhem Land rock art sequence (Taçon and
Chippindale 1994:214; Jones et al. 2020). The itera-
tive and recursive nature of Indigenous rock art can
be problematic for the identification of stylistic
chronologies in Arnhem Land (Morphy 2012).

In this work we examine styles associated with
the depiction of human figures. Chaloupka (1984,
1993) described several styles of human figure
depictions found in the Arnhem Land region. They
are, in interpreted chronological order: Large

Naturalistic Figures, Dynamic Figures, Post-
Dynamic Figures, Northern Running Figures, and
Simple Figures with Boomerangs. These styles are
characterised using a variety of parameters including
the complexity of lines used, patterns that fill the
voids of the image, and the posture or activities typ-
ically depicted. The chronology put forth by
Chaloupka has found broad agreement despite some
challenges regarding superimposition and techno-
logical material culture associations (Lewis 1988).
The geographic scale of this chronology, as well as
its sensitivity to more nuanced styles, are poorly
defined within these broad categories (Johnston
2017). For example, Chaloupka suggested that four
distinct stylistic phases occur within the Dynamic
Figures class, each represented as a minor variation
in the style of depiction. Other researchers have
argued that minor changes within Dynamic Figures
are not evidence of more nuanced stylistic phases,
however can instead be explained by individual art-
istic expression (Johnston 2017).

This debate raises the important question of how
a distinct style should be defined. How major must
a typological change be, and at what frequency must
it occur, for it to be considered a new style? This
also raises geographic questions about how regional-
isation might affect motif style, even when these
motifs still fit within existing broad styles. This
research aims to provide insight into these questions
through the use of machine learning methods to
quantify style and locate it on a relative stylis-
tic continuum.

Statistical approaches

Observational approaches to style identification have
been extended to incorporate various statistical anal-
yses (Travers and Ross 2016, 2017). These analyses
are based on the measurement of artistic attributes
identified by the researcher as important to classify-
ing style. These approaches have proven effective in
identifying patterns within the data that relate to
style, as well as smaller patterns which can occur
within an identified style, such as the changing use
of technology and the social role of artefacts within
the societies producing the art (Travers and Ross
2016, 2017). A recent technique called Geometric
Morphometrics (GM) has been used to identify ani-
mal species in rock art motifs (Cobden et al. 2017).
The approach locates the coordinates of features
that are key to identifying species from known
images and compares the relative geometric features
in known and unknown depictions. This approach
attempts to reduce researcher bias and make a
mathematical comparison of the geometry of indi-
vidual figures. Like the traditional statistical
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methodology, this approach relies on the identifica-
tion of geometrically and biologically meaningful
features in the data (Cobden et al. 2017). The
approach is also supervised by classes defined by the
researcher. This requires that the same features
being identified are purposefully depicted by the ori-
ginal painter in the art, as opposed to a stylistic
means of encoding species information that is
unknown to the researcher. In this way statistical
approaches to rock art style analysis are effective at
identifying and quantifying known attributes, how-
ever these approaches remain unreceptive to the
detection of unknown stylistic attributes.

Machine learning approaches

Machine learning approaches have been applied in
archaeological context for object detection and more
recently for stylistic analysis (Cintas et al. 2020;
Horr et al. 2014; Tsigkas et al. 2020; Wang et al.
2017). Recent research efforts into computer vision
and machine learning have shown the ability of
learning algorithms to discriminate between stylistic
categories of painted art, with reasonable accuracy
(Karayev et al. 2014; Saleh et al. 2016; Shamir et al.
2010). However, applying machine learning
approaches to the classification of Australian rock
art is particularly challenging, due in part to the
limited amount of data available to individual
researchers. As such, any machine learning
approach suitable for analysing rock art must be
capable of learning meaningful features from a small
dataset, consisting of only a few examples, or with-
out training using rock art at all.

In practice, machine learning with limited
domain data can be achieved using transfer learning.
Transfer learning involves taking a model developed
for one task and reusing it for a second task
(Caruana 1997). The tasks may differ in problem
domain, datasets, or both. The success of the
approach is dependent on similarities between the
two tasks, and on how related the datasets are. An
initial training phase is performed using background
data, with any further training on the evaluation
dataset referred to as ‘fine-tuning’. For image ana-
lysis, transfer learning relies on the reuse of learned
features that are common in image datasets, such as
edges, corners, and other geometric structures com-
prised of the spatial arrangement of pixel values.

In this work we experiment with three models
trained to classify images. We explore the viability
of different background data by training each of the
models on three well-established image classification
datasets. We then assess each trained model’s
applicability for analysing a dataset of rock art from
Arnhem Land, northern Australia. We do this

without necessitating retraining, which is largely
impossible due to the limited availability of data, by
evaluating the trained models in a one-shot learning
setting. In one-shot learning, a model must correctly
predict an image’s class given only one example of
each possible class with which to compare it
(Bromley et al. 1993; Fei-Fei et al. 2006; Koch et al.
2015; Lake et al. 2011). In this way, we demonstrate
each model’s impressive ability to classify examples
of rock art into predefined stylistic groupings with-
out any fine-tuning.

Successfully classifying style does not conclude
the analysis of the archaeologist. The more import-
ant question is what machine learning may tell us
about how the identified styles relate to one another.
If an algorithm can classify style, it implies that the
machine has learned an internal representation that
encodes relevant discriminative features through its
visual analysis of the paintings. It follows that an
analysis of the learned feature space of such an algo-
rithm is, in essence, an analysis of the space of artis-
tic style in the data. This has been demonstrated in
the domain of classical art through an analysis of
the activation space preceding a classifier’s output
layer (Elgammal et al. 2018). This activation space
describes a vector that represents the strength of
activation across all the neurons of that layer. A
visualisation of this activation space was able to por-
tray the relative distances between stylistic groupings
and even a correlation with the chronological order
in which they were created.

Considering this, we go on to analyse our trained
image encoding networks by visualising the stylistic
clustering of Arnhem Plateau rock art in the activa-
tion space of encoded images. We quantify the styl-
istic distance between clusters, ultimately organising
the styles into a single dimensional space which can
be interpreted as a stylistic spectrum. If similarity in
style is to be attributed to spatio-temporal proxim-
ity, then this stylistic spectrum may also implicate a
relative inscription chronology. This approach to
analysing style using learned representations has the
potential to enhance our understanding in a wide
range of archaeological applications.

Materials and method

Ethics

All work was conducted with approval from the
Social and Behavioural Research Ethics Committee
(SBREC) at Flinders University (project number
7704). Approval for this research was also provided
by Marrku Traditional Owners who were present
during all data collection and recording conducted
on Marrku land. All necessary permits were
obtained for the described study from the Northern
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Land Council, which complied with all relevant reg-
ulations and agreements with Traditional Owner
communities for the field recordings conducted in
Arnhem Land.

Models

Network architecture has a significant role to play
in the discrimination of image features. Transfer
learning has never been applied to the domain of
rock art so it is not initially clear which network
architecture will have the best results at image clas-
sification with ’style’ as a focussed internal metric.
For this reason we considered a range of recent con-
volutional architectures as image encoders: AlexNet
(Krizhevsky 2014), VGG (Simonyan and Zisserman
2014), and ResNet (He et al. 2016). All three net-
works were reconstructed as described in their
respective papers, trained, then had their final
layers removed.

Background data

The data used for training has a significant impact
on the learning achieved by any of the given net-
works. Whilst each may be able to classify the data
sets they have been trained on, the learned features
used for this classification will differ. For this reason
different datasets may learn features that are more
or less applicable to the rock art domain. To better
understand what type of image data might produce
the most transferable learned features useful to dis-
tinguishing rock art styles, a number of different
datasets were selected and used for background
training data. The three background datasets used
for training were MNIST, Quick Draw and
ImageNet. The MNIST dataset is comprised of
70,000 handwritten digits. These digits have been
drawn by hundreds of different people and so many
variations exist within the basic form of each of the
10 digit characters.

This robust data set has been used for successful
learning based classification since 1998 (LeCun et al.
1998). The images in the MINIST dataset were ori-
ginally 28 by 28 pixels and were scaled to the input
size of 224 by 224 pixels required by the chosen net-
work architectures. This dataset was selected as a
transfer learning candidate due to its parallels to the
hand drawn figures in the primary dataset repre-
sented in monochromatic drawn lines. The Quick
Draw dataset is a collection of 50 million drawings
across 345 conceptual categories such as ‘face’,
‘pizza’, and ‘fire hydrant’ (Ha and Eck 2017). In
contrast to MNIST, drawings in the Quick Draw
dataset are pictographic, resulting in considerably
more variation across any given category. Drawings

were originally captured as timestamped vectors but
for our purposes timing information was removed.
Vectors were positioned and scaled to fill a
224� 224 region, simplified using the
Ramer–Douglas–Peucker algorithm with an epsilon
value of 2.0, then rasterised with a stroke thickness
of 16 pixels. Background and evaluation datasets
were formed by randomly sampling 1000 images
from each class.

Finally, we considered ImageNet, an image data-
base organised according to concepts in the
WordNet hierarchy (Deng et al. 2009). Currently,
ImageNet provides an average of over 500 images
per concept, each of which are quality controlled
and human-annotated. In this work we did not han-
dle ImageNet data directly. Rather, we made use of
model parameters resulting from training a classifier
on 1000 ImageNet concepts. Parameters were pro-
vided by the software package PyTorch (Paszke
et al. 2017). ImageNet differs from the other two
datasets in that it comprises photographs with three
colour channels rather than binary masks or hand
drawn representations.

Training

Training batches were formed by randomly sam-
pling 64 images from a given training dataset.
Irrespective of the dataset, an epoch was defined to
comprise 100 batches. To determine loss, we
imposed a cross-entropy objective to each classifier.
This objective was combined with the standard
back-propagation algorithm. The Adam optimisation
algorithm (Kingma and Ba 2015) was applied with a
learning rate of 1� 10�4. Weight decay regularisa-
tion was not used. The learning rate was reduced by
a factor of 10 every time 10 epochs passed without
observing a reduction in training loss. Training was
terminated when the learning rate dropped below
1� 10�8. No training was performed using the pri-
mary rock art dataset.

Application to rock art

A primary data set was formed of Arnhem Plateau
rock art from a variety of sources. A total of 98
motifs were sourced, each of which depicted a single
human figure from one of six known stylistic
classes: Dynamic Figures (DF), Post-Dynamic
Figures (PDF), Northern Running Figures (NRF),
Simple Figures with Boomerangs (SFWB), Simple
Figures with Round Headdresses (RH), and Wilton
River Region Simple Figures (SFWR). These classes
were populated with examples both from published
literature sources and from photographs taken of
the rock art directly. The classes chosen represent
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motif styles observed throughout Arnhem Land
with the exception of the Northern Running figures
which have an observed distribution limited to a
small area on the northwestern corner of the
Arnhem Plateau (Jones and May 2017; May
et al. 2018).

The motifs gathered from photographs for this
study are from the Wilton River Region of central
Arnhem Land as part of an ongoing research pro-
ject. Table 1 shows the classes chosen and the data
source for each class. The classes chosen from the
Wilton River Region were included to provide a
geographical study area that falls outside of the
areas represented by published sources. Figure 1
shows the Wilton River region and the location of
the Northern Running Figure distribution relative to
the Arnhem Plateau. Since the images in the pri-
mary dataset were gathered from multiple sources,
they were first standardised. All images were traced
to produce masked representations with no associ-
ated colour information. This also removed any
rock surface information from consideration. All
tracings were oriented so that the depicted figure
was approximately upright and then zero-padded
until square. Finally, the images were scaled to be
224 � 224 pixels in size. It should be noted that
processing the images in this way discarded relative
scale, rotation and colour information from the data
that may have been pertinent to classifying style.
We do not propose a solution to this limitation in
the current work.

No fine tuning was performed using the rock art
dataset. Rather, each convolutional encoder was
used, as trained on background data, to encode rock
art images into a vector space (activation space). For
consistency, we chose to analyse the activation vec-
tor of the layer that follows the last convolutional
layer of each network. In each case this activation
vector had 4096 elements with the exception of
ResNet, which had 2048 elements.

Evaluation was then performed by constructing a
6-way one-shot classification task (Bromley et al.
1993). For this, one test image and six additional
images (one representing each of the known rock
art styles) were chosen at random from the rock art
dataset. The test image was then compared with
each representative image in a pairwise manner and
assigned the class of the representative image to
which the network indicated the test image was

most similar. Similarity was ascertained by taking
the Euclidean distance between the pairs of vectors,
with the vectors that were the least distant taken to
be the most similar. The assigned class was com-
pared with the test image’s true class and this pro-
cess was repeated to find the overall accuracy of
each network when trained on each background
dataset. Evaluation was performed on 25% of the
data set. As a benchmark, the validation process was
also conducted using raw pixel data from each
image and the same after dimensionality reduction
using PCA.

Analysis

Our analyses focussed on understanding and visual-
ising the activation space of encoded rock art
images. To help understand this space we visualise
rock art in the activation space of the most accurate
model by mapping it onto a single dimension. For
this we used t-distributed stochastic neighbour
embedding (t-SNE) (Van Der Maaten and Hinton
2008) for its ability to reduce dimensionality while
maintaining the spatial relationships present in the
original high dimensional space. This restructures
the artwork representations into an inferred stylistic
spectrum. The t-SNE data reduction was performed
100 times to ensure the resulting ordered data was
repeatably reliable.

Results

Table 2 shows the accuracy of each encoder network
model after training on each of the background
datasets and then using the trained model to discern
rock art styles in a one-shot setting. This accuracy
score is based on the existence of known stylistic
classes in the rock art data set. For comparison, a
random guess achieves an accuracy of 16.67%,
which all models were able to out-perform by a sig-
nificant margin. Using the same nearest neighbour
method but using the pixel data directly achieved an
accuracy of 51.22%, which many model/dataset
combinations were also able to out-perform. As a
final comparison, the same method was applied to
the pixel data after reducing their dimensionality
using PCA to 98 dimensions, as dictated by the
number of images in the dataset, achieving an
accuracy of 43.00%.

Table 1. Summary of the primary dataset formed from various sources.
Acr. Style Sources Image count

DF Dynamic Figures (Chaloupka 1984, 1993; Chaloupka pers. comm.; May et al. 2018) 16
PDF Post-Dynamic Figures Marrku Traditional Owners 16
NRF Northern Running Figures Chaloupka 1993 16
SFWB Simple Figures with Boomerangs Chaloupka 1993 16
RH Simple Figures with Round Headdress Marrku Traditional Owners 18
SFWR Wilton River Region Simple Figures Marrku Traditional Owners 16
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Figure 2 shows the results of t-SNE dimensional-
ity reduction of the rock art data embedded in the
activation space of the AlexNet model trained on
ImageNet data. The dimensionality is reduced to a
single dimension on the x-axis. Classes are artifi-
cially separated on the y-axis for ease of interpret-
ation. Each class’s mean is represented by a
diamond while circular data points represent the
class members. The order of the class means was
consistent 100 out of 100 times when this activation
space was reduced using t-SNE. Only minor varia-
tions in the placement of class outliers were
observed in these 100 t-SNE iterations. Across the
dataset of embedded images, the variance in each
vector dimension was calculated. 25% of the total
variance was accounted for by the 442 most domin-
ant dimensions, 50% by 1212, and 75% by 2310.
This indicates that the embedded vectors are not
dominated by only a few dimensions.

Discussion

The accuracy attained by the networks tested dem-
onstrate that the method presented can be used to
separate previously identified stylistic classes of rock
art without any prior training in the rock art
domain. This demonstrates the capacity of transfer
learning as a tool for further rock art analysis in the
future. Of all the network architectures explored,
AlexNet achieved the greatest classification accuracy
on the rock art dataset in the one-shot setting. The
ImageNet dataset served as the best background
training data for all networks on which it was
tested. This is a surprising result considering that
the images in this dataset appear to be the least
visually similar to the rock art data on which the
networks were tested. This may be because the other
datasets had fewer classes than ImageNet and may
have caused the models to learn features that were
too specific to be effectively transferred.

Most importantly, the method presented has the
benefit of being less etic than existing observational
or statistical approaches. While such an approach is
by no means emic, the features of interest are
extracted exclusively from data rather than being
chosen by the researcher. For rock art analysis this
means that any discriminating features that contrib-
uted to stylistic separation must be present and

relevant within the rock art motifs and not inde-
pendently identified by a researcher. This removes
the bias inherent in manual feature selection.
Analysis of the approach proves that learned fea-
tures are sensitive to complex patterns that are not
simply geometric but also stylistic. This is a key
advantage over established statistical approaches
such as Geometric Morphometrics which rely exclu-
sively on geometric features distinguishing art forms
and the correct identification of such features. The
only disadvantage of the transfer learning approach
over those that rely on hand-picked features is that
this approach does not indicate precisely what it is
that has been learned throughout the process. This
contrasts with established statistical approaches
which explicitly identify the nature of any patterns
recognised (Travers and Ross 2016, 2017).

Researcher bias is further removed by the transfer
learning approach whereby concepts of style and
distance are learned from background data. This
avoids the bias that would be introduced by defining
rock art classes prior to training a machine learning
approach on rock art data directly and disproves the
contention of Dobrez and Dobrez (2019:15) that
‘No appeal to Information Technology can override
problems at the level of premises’. Without any fine
tuning, the transfer learning approach was able to
accurately make predictions about rock art style
classes as inferred by Chaloupka (1984, 1993). By
capturing clusters which distinctly correlate to estab-
lished stylistic classes without being trained on this
information directly strongly validates the choice of
classes as distinct and separable styles. The ability to
accurately separate these classes does not provide
any further insight to the relationships between the
styles each class represents. The analysis of the acti-
vation space does however clearly order these styles
into a sequential gradient of similarity as shown in
Figure 2. The dimensional reduction of the activa-
tion space has shown the order of stylistic similarity
between classes matches the chronology originally
developed by Chaloupka (1993) and further devel-
oped by Chippindale and Taçon (1998).

It should be noted that the styles identified
through this approach are entangled with the class
of images that are sampled within the data set. This
is, in part, a limitation of the data set size, but more
significantly a result of the observable trend in
Arnhem Land art, which has only minor variation
within a given class of art (such as human figures)
for long time periods. This is particularly clear for
the human class of figures where an identified stylis-
tic phase is typically dominated by depictions of
very specific technologies, postures, and activities.
This is clearly demonstrated by the headdress
depicted in motifs, which are distinct for each style

Table 2. The accuracy of each encoder model after train-
ing on each background dataset when discerning rock art
style in a one-shot setting.

MNIST (%) Quick draw (%) ImageNet (%)

KochNet 38.60 49.21 –
AlexNet 43.22 49.96 72.92
VGG 42.00 54.01 69.86
ResNet 51.64 63.22 68.51
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yet have very limited variation within that style. In
this way we can extrapolate that this method is only
useful for distinguishing style within a specific class
of artistic depiction (in this case human figures).
This extends to suggest that if depictions of another
class (such as macropods for example) from the
same stylistic phases as represented by the human
figures, it would be unlikely that they would be cor-
rectly associated with human figures of the same
style. It is important to note that with traditional
approaches to stylistic analysis the association of dif-
ferent classes of depictions belonging to the same
style are heavily dependent on superimposition and
only partly based on factors of artistic commonality
such as brushwork (Chaloupka 1993; Chippindale
and Taçon 1998; Lewis 1988). Where traditional
approaches have identified such a commonality it is
unclear if this observation is accurate or influenced
by a knowledge of the motifs association to one
another though the superimposition chronology. A
detailed investigation of the activation space allows
us to demonstrate that this method is still sensitive
to subtle stylistic variations within a class and is not
entirely focussed on macro features within each
class (such as headdress).

The t-SNE dimensionality reduction technique
proved effective for visualising the encoder’s activa-
tion space so that learned style information could be
viewed as a stylistic spectrum. Figure 2 shows that
the AlexNet model trained on ImageNet data, which
resulted in the highest accuracy of all tested model/
data combinations, was able to independently repro-
duce Chaloupka’s chronology from learned features.
This implies that the progression of artistic style
over time occurred on a stylistic gradient with simi-
lar human depictions occurring at similar times. It
follows that a gradual development of style rather
than sudden and significant innovation may best
explain the broad changes in art style in the
Arnhem Plateau region. This stylistic gradient repre-
sents the temporal transition between styles apart
from the Northern Running Figures. The position of
the Northern Running Figures in the stylistic spec-
trum does not agree with their temporal position in
the broad Arnhem chronology. This stylistic unique-
ness may be indicative of the geographic isolation of
this style, with its limited distribution to the north-
west corner of the plateau. The development of this
style could be interpreted to have occurred in a way
that was less influenced by art of previous times and

Figure 2. Rock art data embedded in the AlexNet/ImageNet activation space reduced to single dimension on the x-axis using
the t-SNE method. Classes are separated on the y-axis for readability. Included human figures show examples of the artistic
style of each class: Northern Running Figures (NRF), Dynamic Figures (DF), Post-Dynamic Figures (PDF), Simple Figures with
Boomerangs (SFWB), Simple Figures from Wilton River (SFWR), Round Headdress figures from Wilton River (RH).
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is similarly less influential on future stylistic evolu-
tion of the region. An artistic isolation that matches
the limited geographic distribution of this style
would be difficult or impossible to infer via
other methods.

A similar uniqueness can be observed in the rock
art data from the Wilton River Region. Two classes
were selected from this region that represented art
that matched Chaloupka’s Simple Figures class and
those that distinguished themselves with distinct
round headdress. The Simple Figures from the
Wilton River Region closely relate to Chaloupka’s
complex of Simple Figures, however they were still
distinctly separable. This is also true for those with
the distinct round headdress which occur on the
outer most extreme of the stylistic gradient observed
in the network’s activation space. This may show
regional uniqueness developing later in the chron-
ology. The Wilton River can be interpreted to be
more closely related to the wider Arnhem Plateau
styles during the Post-Dynamic Figures phase as the
Post-Dynamic Figures class was only populated with
art from Wilton River and fits appropriately in the
chronology. During later Simple Figure phase of
rock art production in Arnhem Land, the Wilton
River motifs may have become more regionally dis-
tinct. These distinctions still fall into the larger
Simple Figures stylistic category but can also be fur-
ther distinguished through classification. This pro-
vides a means by which nuanced differences in
stylistic changes can be detected, quantified and
given a relativistic account of their presence in a
broader spectrum. The observation of nuanced styl-
istic differences and their attribution to a geographic
trend, a temporal stylistic locality or the individual-
istic expression of distinct artists has been raised in
the literature without a well-established means by
which to determine these differences
(Johnston 2017).

The placement of style on a continuous spectrum
organised by comparative stylistic distances, allows
class definitions to be made with a mathematical
basis. This not only removes the subjectivity of class
definitions but also allows individual data points to
be viewed in a local neighbourhood of stylistic simi-
larity, its placement therein possibly indicating more
nuanced relationships to its localised peers. It may
be possible to gain insight into what distinguishing
features the neural network has learned through
inspection of the individual figures represented by
each point in Figure 2. Similar features can be seen
within individual classes as well as between adjacent
classes. The Dynamic Figures can be seen to be
largely clustered together with a gradation of fea-
tures being present. The class cluster shows figures
with bolder outstretched running legs with a greater

degree of infill being plotted closer to or overlap-
ping Northern Running Figures. Figures with
detailed grass skirts and other adornments are also
plotted closely together. One outlier plots closely to
the Simple Figures with Boomerangs class. This out-
lier has a more upwards posture and simple line
work than other Dynamic Figures and these features
may indicate their alignment with the Simple
Figures with Boomerangs class.

Post-Dynamic Figures are mostly plotted in a
cluster that is close to Dynamic Figures with the
exception of four outliers which plot closer to the
Simple Figures recorded in the Wilton River Region.
This may be indicating that the Post-Dynamic
Figure images used were all recorded in the Wilton
River Region. These four outliers may demonstrate
some geographic rationalisation to the Wilton River
area within the Post-Dynamic Figures class.

One notable outlier to the Simple Figures class is
a figure with a grass skirt. This figure was plotted
among the Dynamic Figures class closely fitting
with the only other examples within this data set
depicting grass skirts. This makes the characterisa-
tion by the neural network obvious for this figure.

Interpretations of the images that make up the
stylistic gradient are limited by the data size for
each class and inferences from visual inspection
must be considered loosely. The outliers and separ-
ation of clusters within the limited data size may
indicate individual artistic expression (Johnston
2017). However, the broad pattern and transitions
between the styles are made clear and some signifi-
cant indication of what features the machine may
have considered can be clearly observed. This adds
value to the approach as it allows some amount of
interrogation of the results which could be further
strengthened with the inclusion of more data.
Finally, the success of this case study suggests a
much wider use for machine learning approaches
within archaeological research. The transfer learning
methodology means that the training data set is
generic and so can be applied to any archaeological
assemblage, including those in 3D and colour. It
removes the need to use large, research question
specific, training data and so opens this method for
use on other material culture items such as pottery
and stone artefacts.

Conclusion

This research demonstrate that machine learning
provides a means by which minor stylistic patterns
in rock art can be detected, quantified and analysed.
Knowledge of other associated variables such as geo-
graphic distribution allows some elements of the
unsupervised stylistic distinctions to be better
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understood. This suggests a considerable potential
role for this approach in resolving chronological
and stylistic questions in rock art research more
generally. The application of transfer learning has
been able to identify a new Arnhem Land rock art
style. This method has demonstrated that Simple
Figures from Wilton River are categorised separately
to other early anthropomorphic figurative art styles
in Arnhem Land. This way of organising style dem-
onstrates the philosophical concept of styles exist-
ence as identification via comparison (Wiessner
1984). Organisation of style in such a continuum
may remove the subjectivity of stylistic class defin-
ition and provide universal means by which style
can be organised in a cultural context, for almost
any archaeological materials.
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