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M A T E R I A L S  S C I E N C E

Targeted sequence design within the coarse-grained 
polymer genome
Michael A. Webb1*, Nicholas E. Jackson1,2, Phwey S. Gil1, Juan J. de Pablo1,2†

The chemical design of polymers with target structural and/or functional properties represents a grand challenge 
in materials science. While data-driven design approaches are promising, success with polymers has been limited, 
largely due to limitations in data availability. Here, we demonstrate the targeted sequence design of single-chain 
structure in polymers by combining coarse-grained modeling, machine learning, and model optimization. Nearly 
2000 unique coarse-grained polymers are simulated to construct and analyze machine learning models. We find 
that deep neural networks inexpensively and reliably predict structural properties with limited sequence infor-
mation as input. By coupling trained ML models with sequential model-based optimization, polymer sequences 
are proposed to exhibit globular, swollen, or rod-like behaviors, which are verified by explicit simulations. This work 
highlights the promising integration of coarse-grained modeling with data-driven design and represents a necessary 
and crucial step toward more complex polymer design efforts.

INTRODUCTION
Machine learning (ML) algorithms, enabled by preexisting experi-
mental and computational data, have emerged as powerful tools for 
molecular property prediction and design (1–5). For example, syn-
thetic protocols have been optimized via the training of ML models 
on experimental reaction databases (USPTO, Reaxsys, and SciFinder) 
(6), while generative design strategies have enabled targeted small-
molecule design (7). However, materials science often presents 
problems where substantially less data are available, thereby neces-
sitating the development of creative approaches for navigating 
data-scarce regimes (8, 9).

One major impediment for the application of ML to soft materials 
concerns the chemical, topological, and morphological complexity 
of macromolecular systems, which precludes facile generation and/
or integration of requisite data (10–12). These concerns have limited 
the success of ML in soft materials to a few notable cases (13–15). 
Although combinatorial and high-throughput polymer synthesis 
and characterization techniques are now emerging (16, 17), some 
applications will require advanced or nuanced synthetic approaches 
that will further limit the number of well-defined systems that can 
be characterized. Moreover, the proper representation or description 
of soft materials (18–20) remains an outstanding challenge that in-
hibits the integration of related databases. Some difficulties might be 
mitigated by advanced data selection techniques (9) and/or augmenta-
tion with in silico datasets (8), presuming that extracting useful data 
from simulations is feasible.

To date, most computational data for ML on polymers are de-
rived from density functional theory calculations of monomeric or 
small oligomeric species (21–23). Polymers, however, owe much of 
their structural and conformational complexity to their large molecular 
weight. From a simulation standpoint, first-principles characteriza-
tion of macromolecular systems is challenging due to the span of 
relevant spatiotemporal scales that dictates material functionality. 

Consequently, computation of macromolecular properties is often 
the realm of coarse-grained (CG) classical modeling (24), where re-
duced representations of the system that retain essential physics are 
developed to make the calculations computationally tractable. Although 
ML has been recently used to develop CG force fields (25, 26) and 
even as a means to predict optoelectronic properties directly from 
CG models of conjugated polymer systems (11, 27), there are so far 
very few polymer-based simulations that use ML to make surrogate 
predictions for CG simulations themselves (14, 15). If available, such 
data-driven workflows could be extremely helpful in materials 
design efforts (10, 11).

The directed design of polymers with tailored composition or 
sequence has considerable potential in numerous application areas 
(28, 29). This work demonstrates the targeted design of polymer 
sequences in a portion of the CG polymer genome. It is enabled by 
(i) generating data in a reduced genome space with molecular 
dynamics (MD) simulations, (ii) training an ML model that accurately 
captures the statistical information contained in the generated data, 
and (iii) making predictions in regions external to the reduced 
genome space. Coupling the ML model to an optimization frame-
work facilitates the design of specific polymer sequences to achieve 
a target property. While this strategy is demonstrated for CG polymer 
models of single-chain structural properties, the efficacy of the ap-
proach is promising for future endeavors that go beyond the cases 
demonstrated here.

RESULTS
Scope of CG polymer genome and calculated properties
Polymers can feature a vast array of monomeric chemistries and 
topologies that obfuscate design efforts. Because complete coverage 
of properties across the polymer genome (22) is unrealistic, we first 
study a specific region of CG chemical space, as denoted by the 
associated polymer classes summarized in Fig. 1 (A and B). Here, we 
briefly review some of the more salient features of the CG chemical 
space; additional details are provided in Materials and Methods.

As shown Fig. 1A, the CG polymers are composed of four different 
bead types, two that can be found within the backbone of the polymer 
and two found in pendant groups; for ease of reference, the backbone 
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bead types are denoted as  and , and the pendant bead types are 
denoted as  and . Note that these CG bead types do not reflect 
specific chemistries; however, the CG polymer interactions are for-
mulated to provide a test case using potential energy functions that 
are typical for CG simulations. All polymer beads have characteristic 
size, . However, the bead types (, , , and ) are distinguished by 
the strength of their nonbonded interactions as dictated by the 
parameter ii; because beads with large ii exhibit stronger attractive 
forces, ii functions as a proxy for relative solvophobicity. Further-
more, unique two-, three-, and four-body intramolecular interac-
tions based on local composition lend additional complexity to the 
conformational characteristics of the polymers.

Within this CG chemical space, Fig. 1A also shows how back-
bone and pendant bead types can be connected such that 10 distinct 
constitutional units (CUs) (30) are observed across all polymer 
sequences. We consider three polymer classes, which are distinguished 
by the number of distinct CUs and their arrangement in a given 
polymer sequence (Fig. 1B). The sequence of any class I or class II 
polymer contains up to four distinct CUs, while a class III polymer 
can feature as many as eight distinct CUs. A repeating pattern of 
CUs is referred to as a constitutional repeat unit (CRU) (30) such 
that all class I and III polymers can be described by CRUs of four 
and eight CUs, respectively; the class II polymers have stochastically 
generated sequences and thus cannot be described using a CRU.

In contrast to previous work, in which ML models have been 
trained on available (and possibly sparse) experimental data or 
quantum chemistry calculations, our design approach relies on data 
systematically generated from CG MD simulations. To effectively 
gauge efficacy and data requirements, we focus on the simple yet 
nontrivial single-chain property of the average square radius of 
gyration 〈Rg

2〉, for which a high-quality dataset can be reasonably 
generated using MD. 〈Rg

2〉 also has practical relevance to the rheo-
logical behavior of polymers in solution, because it sets an overlap 

concentration (c*∝ 〈Rg
2〉−3/2) that relates to the onset of chain 

entanglements and gelation (31). Furthermore, polymer compact-
ness, as expressed through the radius of gyration and hydrodynamic 
radius determined from small-angle x-ray scattering, was also the focus 
of a recent combinatorial and high-throughput experimental approach 
toward the design of single-chain polymer nanoparticles (17, 32).

To isolate the effects of polymer chemistry and sequence design, 
rather than that due to chain molecular weight, we compare poly-
mers with the same degree of polymerization, as given by the num-
ber of backbone beads Nbb. All polymers are first constructed with 
Nbb = 400 and simulated in implicit solvent using CG MD; 〈Rg

2〉 is 
then computed from the simulation trajectory (see Materials and 
Methods for details on simulation methodology and property com-
putation). Figure 2 (A and B) illustrates the range of values obtained 
from explicit simulation of class I and class II polymers. In Fig. 2A, 
the polymers are rank-ordered from smallest to largest 〈Rg

2〉 and 
further delineated by class; Fig. 2B shows histograms of the same 
data. Because class I polymers are regular polymers, in the limit of a 
large Nbb, cyclic and inverse sequence permutations are expected to 
yield identical results such that our dataset includes all 1540 unique 
polymers. Meanwhile, the number of unique polymers in class II is 
extraordinarily large, as they are stochastically constructed from up 
to four unique CUs; therefore, the dataset comprises 200 represen-
tative polymers. Other than the dataset size, the distribution of 〈Rg

2〉 
is similar between class I and II polymers in terms of mean and SD 
across the dataset. Although the apparent complexity of the CG 
chemical space appears small, Fig. 2A indicates that the CG space 
spans the breadth of anticipated polymer behavior in solution, ranging 
from collapsed globules to rod-like polymers, and thus provides a 
nontrivial testing ground for ML-enhanced design.

Along with the calculated values (solid line), Fig. 2A also provides 
a measure of the width of the underlying conformational distribu-
tion with the shaded region spanning the 25th to 75th percentile 

Fig. 1. Schematic of the scope of the CG polymer genome and the approach to property prediction. (A) CG bead types and topologies that comprise the CG poly-
mers. Backbone bead types are denoted as either  or ; pendant bead types are denoted as either  or ; and allowable combinations of backbone and pendant beads 
yields 10 unique CUs, which are labeled from 0 to 9. (B) Structural representations and labels for the classes of polymers studied; Rk denotes the kth CU. Class I polymers 
correspond to regular copolymers with a repeat pattern of four CUs, class II polymers correspond to random polymers constructed from four CUs, and class III polymers 
correspond to regular copolymers constructed with a repeat pattern of eight CUs. (C) General workflow for predicting CG polymer properties. The polymer sequence (or 
a repeat unit thereof) is featurized and provided as input to an ML algorithm, which maps the input onto structural characterizations of the polymer.
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values. The difference between these percentile values is approxi-
mately 50 to 70% of 〈Rg

2〉 for the bulk of the data, indicating broad 
distributions. This highlights an underlying challenge with predicting 
polymer behavior, which is that properties arise from conformational 
distributions with substantial heterogeneity. When evaluating the pre-
diction errors of surrogate ML models for 〈Rg

2〉, it will be important 
to compare these errors to (i) the distribution of 〈Rg

2〉 values in the 
dataset resulting from different polymer sequences and (ii) the dis-
tribution of simulated Rg

2 values for a single polymer sequence due 
to conformational heterogeneity. Figure 2C illustrates the variation 
in polymer conformations for three representative class I polymers by 
tracking Rg

2 over the course of their simulation (post-equilibration). 
From Fig. 2C, it is clear that Rg

2 fluctuates considerably; however, 
estimates of 〈Rg

2〉 (dashed lines) and its SD (bounded shaded regions) 
begin to stabilize for all three polymers after about 104 reduced time 
units (Materials and Methods). Consequently, the 〈Rg

2〉 values are 
expected to be well converged across all polymer sequences.

Predictions within the space of regular polymer sequences
In a first application, we consider whether an ML model can predict 
〈Rg

2〉 for polymer sequences with regular patterns, in lieu of explicitly 
running an MD simulation. To do so, we train a deep neural net-
work (DNN) to take featurized class I polymer sequences as input 
and output a corresponding 〈Rg

2〉. Then, the ML model is tasked to 
predict 〈Rg

2〉 for class I polymer sequences that are not part of the 
training set. Because the polymer sequence is a regular pattern for 
class I polymers, each polymer is uniquely described by a CRU, 
which is represented to the DNN as a one-hot vector, with each bit 
indicating one of the 10 possible CUs; because the CRU has four 
CUs, the CRU is a 40-bit vector (see Fig. 1C for a schematic repre-
sentation). The DNN consists of two hidden, fully connected layers 
with 20 neurons that precede a single output neuron that yields a 
value of 〈Rg

2〉 for a given input vector; further details of the polymer 
featurization and DNN are provided in Materials and Methods. 
Figure 3A compares the values predicted using the ML model to 
those obtained from explicit simulation; in this case, 80% of the 
class I polymer dataset, or 1232 polymers, is used for training (with 

20% of the 1232 used for training validation), and the remaining 
20%, or 308 polymers, is used for testing.

Overall, the simple DNN model exhibits good predictive capa-
bilities within the space of class I polymers; for this test set, the co-
efficient of determination, r2, exceeds 0.95, the mean absolute error 
(MAE) is ~1112, and the SD of absolute errors (SDAE) is ~1102. 
Both the MAE and SDAE are considerably smaller than the SD of 
〈Rg

2〉 across all polymers, which is 5772 (Fig. 2B), as well as the SD 
of Rg

2 observed in a simulation for a given polymer (Fig. 2, A and C). 
This suggests that DNNs provide a viable surrogate for explicit CG 
MD simulations without substantial loss in accuracy and at consid-
erably reduced computational cost.

The DNN performance in Fig. 3A is achieved without providing 
any chemically specific input information. Specifically, because the 
4-CU repeat pattern is represented as a one-hot vector, each CU 
is categorically different despite any common chemical motifs. To 
provide insight into predictive accuracy as a function of chemical 
composition, the data in Fig. 3A are colored according to the chemical 
composition of the sequence as described in Materials and Methods. 
Qualitatively, in Fig. 3A, blue/purple shades trend toward small 〈Rg

2〉 
and green shades trend toward large 〈Rg

2〉. Intuitively, this is expected 
because more solvophobic polymers exhibit smaller 〈Rg

2〉, and here, 
blue and purple are assigned to  and  beads, which have the largest 
nonbonded interaction parameters (ii) and thus the greatest solvo-
phobicity. This suggests that some chemical similarity among CUs 
is learned during training to reflect the correlation between polymer 
composition and size. Alternative featurization approaches such as 
chemical fingerprinting might directly encode this chemical similarity 
at the input level; some additional possibilities are explored later.

Transferability of ML models from the space of regular 
to random polymers
The restriction of a regular, repeating pattern made it possible to 
enumerate and simulate all class I polymers, but complete enumer-
ation of all sequences is generally unlikely. For design, a relevant 
consideration is whether an ML model trained on data in one re-
gion of the polymer genome can predict polymer properties in a 
related region of the genome. To this end, we next examine the via-
bility of applying a model trained on class I polymers, which have 
regular sequences, to predict the properties of class II polymers, which 
have stochastically generated sequences.

Because the class II polymers do not have a fixed-length repeat 
pattern of CUs, the input featurization approach must be generalized 
to account for variable sequence lengths. Although the size of the 
one-hot input vector could be increased to accommodate the entire 
length of chain, the increased dimensionality and number of fitting 
parameters associated with this strategy makes this undesirable. In-
stead, we use a long short-term memory (LSTM) recurrent neural 
network as a convenient way to consider sequence variability along 
a polymer chain. Because the polymer sequences do not have inherent 
directionality, a bidirectional LSTM processes the one-hot encoding 
(OHE) polymer sequence both forward and backward to produce a 
new feature vector that is fed into the DNN architecture; further 
details regarding the featurization and LSTM implementation are 
provided in Materials and Methods.

Using a model trained on class I polymer sequences, Fig. 3B 
compares predicted 〈Rg

2〉 values to those obtained from explicit CG 
MD simulation for class II sequences. In this case, r2 remains high 
(∼0.9), while both the MAE (~1302) and SDAE (~1142) remain 

Fig. 2. Summary of square radius of gyration (〈Rg
2〉) datasets. (A) 〈Rg

2〉 for class I 
(blue) and class II (red) polymers, rank-ordered by 〈Rg

2〉. The value for each poly-
mer is given by the solid line, while the shaded region spans the 25th and 75th 
percentile values observed during production. (B) Histogram of 〈Rg

2〉 data illustrat-
ing the distribution of mean values for class I (blue) and class II (red) polymers. For 
reference, fits to a Gaussian distribution are shown by the dashed lines and have 
means of 12342 and 12812 and SDs of 5772 and 4922 for class I and II polymers, 
respectively. (C) 〈Rg

2〉 variability and convergence for class I polymers with labels 
0010, 0102, and 0254 as representative examples of polymers with large, interme-
diate, and small 〈Rg

2〉. Note that (A) and (B) share the vertical axis, and a small set of 
polymers is not shown with 〈Rg

2〉 > 50002.
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low by comparison to the SD across the dataset (4922). The distri-
bution of colors in Fig. 3B is also similar to that in Fig. 3A, again 
indicating that a higher concentration of solvophobic beads leads to 
smaller 〈Rg

2〉. Because the class I dataset contains information on 
all possible 4-CU combinations, it is reasonable to expect that the 
trained ML model would be transferable to the space of random 
sequences.

To further investigate this transferability, we examine the pre-
dictive performance of several simple linear mixing models for 
treating the class II polymer sequences (see the “Description of 
simple linear mixing models” section in Materials and Methods). 
Specifically, we consider predictions derived from weighted averages 
from homopolymers (model A), from polymers with a CRU of two 
CUs (model B), and from polymers with a CRU of four CUs (model C). 
Table 1 summarizes the performance of these models as applied to 
the class II polymers. The ML model outperforms the simpler surro-
gate models in all cases; however, model C performs comparably to 
the ML, albeit with a somewhat larger MAE. This may suggest that the 
transferability observed between class I and class II polymers in 
the ML is mostly a linear mapping. The fact that model A and model B 
yield inferior results indicates that the sequence information on the 
1-CU or 2-CU scale is insufficient to predict the global properties of 
the polymer sequence. Inclusion of sequence information at larger 
length scales can be expected to enhance surrogate model performance. 

Performance of regression models with dataset size
Given the computational cost and potential complexity of soft matter 
simulations, it is important to gauge the quantity of data necessary 
to train an effective ML regression model. Figure 4 assesses the per-
formance of ML regression models, as quantified by r2 (blue circles, 

left axis) and MAE (red diamonds, right axis), on predicting 〈Rg
2〉 

for held-out class I polymers as a function of dataset size. The figure 
shows that the quality of the model improves as the training set size 
increases. However, the quality of the models does not improve sig-
nificantly after 20% of the available data (300 polymers) have been 
incorporated into the training set, and only a rough sampling over 
the CG polymer genome is necessary to build predictive models 
(r2 > 0.9). The fact that only hundreds of data points may be re-
quired for models of this quality is promising, although this likely 
depends on both the complexity of the chemical space and the 
property considered. It also highlights a potential benefit of using ML 
versus the simple models proposed in the previous section, because 
the ML models might be constructed from more limited data with-
out significant detriment to accuracy, whereas the linear mixing 
models depend on the data for all sequences for a given CRU length 
to be available for evaluation. Nevertheless, it is also worth noting 
that the polymers used in training here are randomly selected, and 
some of the expected data augmentation requirements could be off-
set with better training strategies, such as active learning (9, 11).

Targeted sequence design using sequential  
model-based optimization
In a final application, we aim to design new polymers with specific 
〈Rg

2〉 by leveraging ML models trained on our previously generated 
class I polymer data. For concreteness, we target class III polymers 
(Fig. 1B). Like class I polymers, they are regular polymers, but their 
constitution is considerably more complex. Thus, this task probes 
the viability of collecting data in a relatively simple and manageable 
chemical space and applying that knowledge to design in a much 
broader and complex space. We use a sequential model-based opti-
mization technique (SMBO)—namely, the tree-structured Parzen 
estimator (TPE) algorithm (33)—coupled to a DNN trained on 
class I polymers for the prediction of 〈Rg

2〉. For a target value of 
〈Rg

2〉, the TPE algorithm generates a candidate sequence, compares 
the estimated 〈Rg

2〉 from the ML model to the target, and then pro-
poses a new sequence based on historical performance. Although it 
is possible to use the OHE featurization approaches described earlier 
for this task, we transition to a new featurization approach, referred 
to as property coloring, with the aim of enhancing chemical flexibility 
and transferability. In this scheme, the polymer is encoded as an 
image wherein each CG bead in the polymer is assigned a color 
based on local characteristics, such as size and solvophobicity. The 
resulting “image” is then further processed by a two-dimensional 
convolutional neural network (2D-CNN), and the flattened output 
of the convolutional layer is used as input for training the DNN 
(Materials and Methods). When tested on the same 308 held-out 
class I polymer sequences, a DNN trained using the property coloring 

Fig. 3. Performance of ML model for prediction of mean square radius of 
gyration, 〈Rg

2〉, for class I and class II polymers. In (A), an ML model is trained on 
80% of the sequences, and the predictions for 〈Rg

2〉 versus simulated 〈Rg
2〉 are 

shown for the 308 held-out sequences; the r2 is 0.953, and the MAE is 111.322. In 
(B), a model trained on class I polymers is applied to make predictions on the class 
II polymers; the r2 is 0.895, and the MAE is 130.342. The coloring of the markers 
reflects the polymer composition as described in the “Data coloring by composition” 
section in Materials and Methods.

Table 1. Comparison of model regression performance metrics for 
predicting 〈Rg

2〉 of class II polymers using data from class I polymers.  

Model r2 MAE/2

A 0.595 764

B 0.745 306

C 0.886 174

ML 0.895 130
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scheme yielded r2 = 0.958, MAE = 1062, and SDAE = 1032 versus 
0.947, 1202, and 1152 for a DNN trained using OHE vectors, 
suggesting that property coloring would perform at least as well 
as OHE as a representation for this task (fig. S1).

For demonstration, we generate sequences according to target 
values of 〈Rg

2〉 = 250, 2000, and 38002, which we refer to as globular, 
swollen, and rod-like targets. In addition to spanning observed 
behaviors of polymers in solvents of varying quality, the numerical 
values are greater than 1 SD outside of the mean values of the 
training data (Fig. 2A) to curtail the likelihood of generating viable 
candidates by chance. For each target, 20 candidate sequences of the 
class III type are generated via the SMBO-TPE approach, and their 
behavior is subsequently simulated using CG MD to benchmark the 
predictions.

Figure 5A demonstrates that the combination of CG modeling 
with ML and SMBO enables targeted sequence design with high 
fidelity. The figure displays the statistical distribution of Rg

2 ob-
tained from explicit simulations (in the form a violin plot with a 
notch at the median value and a bar extending from the 25th to the 
75th percentile values) and the 〈Rg

2〉 (white dot) for all candidate 
polymers; these results are compared to the target values for globular, 
swollen, and rod-like targets (horizontal lines) as well as Rg

2 distri-
bution widths that are typical of polymers of that size (rectangular 
shaded regions). Overall, the bulk of simulated values compares 
quite favorably to their intended targets. While the distribution of 
values underlying 〈Rg

2〉 can span many thousand 2 for some poly-
mer sequences, as shown by the extent of the violin plots, nearly all 
of the simulated values lie within the distribution bands of their 
intended targets.

Even where exact correspondence to the target is not observed, 
Fig. 5A presents three sets of distinguishable predictions, with the 
globular targets distinct from the swollen targets, which are largely 
separated from the rod-like targets. Figure 5B examines the average 
sequence composition of proposed targets to qualitatively assess the 
characteristics. As suggested by the color of the violin distributions 
in Fig. 5A, the proposed targets tend toward specific constitutional 
characteristics. The globular targets feature a high density of  
pendant beads atop  backbones. Meanwhile, the rod-like targets 
have predominantly  backbones with sparse pendant groups, 
which tend toward  beads, if present. The swollen targets have sig-
nificant -type backbone character, but the composition of the pen-
dant groups appears fairly diverse. While some of this behavior 

might be qualitatively expected, such as polymers tending toward 
rods with increasing  character, the tandem ML/SMBO approach 
yields complex sequences with quantitative accuracy beyond that 
granted by simple intuition.

DISCUSSION
In this work, we have examined the efficacy of a design paradigm 
wherein (i) a manageable number of simulations are run to generate 
an in silico dataset; (ii) the dataset is used to train an ML model, 
which functions as a surrogate for additional simulations; and 
(iii) the surrogate model is exploited with optimization techniques 
to propose sequence-defined polymers that exhibit target property 
values. The paradigm was specifically explored in consideration of 
how chemistry and sequence dictate the characteristic size of poly-
mers within a specified region of the polymer genome (22). The 
chemical and topological complexity of the polymers studied is 
commensurate with experimental literature examples of using ML 
for polymer properties (9, 21) and sufficient to observe a broad 
spectrum of polymer behaviors, from collapsed globules to extended 
rods. We find that ML provides a viable surrogate for mapping 
sequence to structure in these polymers, yielding predictions with 
errors that are generally much smaller than the variability in poly-
mer size itself and the variability of data obtained across polymer 
sequences. The ML models trained in one region of the polymer 
genome can be sufficiently transferable so as to usefully direct de-
sign efforts, with the aid of optimization techniques, at significantly 
reduced computational cost.

While primarily illustrative, the specific case of manipulating 
polymer size/conformation could have direct implications in a 
number of application areas. For example, polymer sequence could 
provide another means to control or understand the rheology of 
polymer solutions by exploiting the link between viscosity and 
polymer size (31). Similar workflows could also facilitate the design 
of single-chain polymeric nanoparticles for which intramolecular 
interactions drive targeted polymer collapse (17, 32). Furthermore, 
the proposed framework might be repurposed to interpret chemical 
sequence and structure underlying experimental data obtained from 
techniques that report on macromolecular structure (e.g., small-angle 
x-ray scattering, small-angle neutron scattering, or Förster reso-
nance energy transfer). Such ML models, if trained on biological 
systems, could quantitatively interrogate structure-function rela-
tionships in systems like intrinsically disordered proteins, whose 
conformational properties have been empirically correlated to 
sequence-level information (34). The combination of CG modeling, 
ML, and optimization is not itself limited to the interrogation of 
single-chain or structural properties. Provided that a target property 
or figure of merit can be tractably computed using simulations with-
in the desired chemical space, it should be possible to design sequences 
around dynamic properties, complex phenomena such as self-assembly, 
or even multi-objective properties (14, 15).

In addition to targeting other physicochemical properties of 
polymeric materials, future work may build on the technical foun-
dation of the design strategy outlined here. For example, the use of 
DNNs as the surrogate model was motivated by their simplicity of 
implementation and their flexibility for applications, particularly as 
it relates to the exploration of featurization approaches. However, 
future design problems may be better served by other ML algorithms, 
like Gaussian process regression (GPR) or even simpler surrogate 

Fig. 4. r2 and MAE associated with ML regression models when predicting 
〈Rg

2〉 for class I polymers as a function of the number of polymers in the train-
ing set. The error bars reflect the SD of scores obtained from 20-fold cross-validation, 
in which each fold is used as a test set for regression models trained using between 
5 and 100% of the data from the remaining 19 folds.
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models; our own preliminary data suggested that GPR exhibits similar 
accuracies as DNN, with the added benefit of providing measures of 
uncertainty that can be exploited by active learning strategies. 
Featurization is also likely to play a more prominent role in future 
applications. Here, the use of OHE was convenient for a finite set of 
CUs and simple to understand. However, more flexible representa-
tion methods, such as the property coloring scheme used in our 2D 
convolution or the use of graph convolutional networks, may be 
better when chemical complexity is increased. The property coloring 
scheme could be easily adapted to use more conventional chemical 
descriptors, instead of scalar CG variables in cases where the chemistry 
of the CG beads is known. In addition, methods to handle polymer 
sequences of varying sizes will also find great utility (27, 35). Last, 
we relied on the SMBO/TPE algorithm as a means to propose CG 
polymer sequences using a finite, discrete set of CG polymer beads; 
this is a sensible, inexpensive, and facile approach for situations 
where underlying chemical units are discrete and the design space 
can be structured around a countable set of possible synthetic 
modifications. While it is both possible and intriguing to allow our 
CG bead properties to adjust on a continuum rather than a discrete 
scale, back-mapping or chemical inversion methods would be re-
quired and are thus of great interest. Meanwhile, other optimization 
strategies, such as those based on genetic algorithms, generative 
adversarial networks, or variational autoencoders, are reasonable 
alternatives that are already in use (1, 11, 12).

Irrespective of the choice of ML architecture, featurization scheme, 
or optimization strategy, the quality of available CG models will be 
integral to successful utilization of this paradigm. In this work, the 
CG polymers were chemically distinct but did not reflect specific 
chemical structures. A similar approach may be sufficient to inves-
tigate generic phenomena, such as the effect of polymer topology on 
self-assembly; however, applications that emphasize chemical design 
will need to rely on existing CG force fields or include model param-
eterization as part of the design workflow. In either scenario, the 
viability of a hybrid CG modeling/ML design paradigm will benefit 
from continued development of systematic coarse-graining method-
ologies (11, 36–38) and approaches to enhance the capabilities and 
accuracy of CG models (26, 27, 39).

In conclusion, we have presented a new practical paradigm for 
soft materials design that combines CG modeling, ML, and model 
optimization. This unique combination addresses technical challenges 
related to experimental synthesis and characterization as well as soft 
materials modeling. The approach is exemplified through the map-
ping of sequence to structure relationships in a nontrivial region of 
the CG polymer genome. Although this paradigm only relies on 
simulation data, we anticipate that integration with experimental 
data will be both possible and highly effective in certain applica-
tions. Overall, the results reported here highlight significant poten-
tial for enhancing efforts to design polymer-based materials via the 
combination of CG modeling and ML.

Fig. 5. Targeted sequence design of size-specific polymers. (A) Statistical comparison of 〈Rg
2〉 distributions obtained from explicit MD simulations of all candidate 

polymers. (B) Average composition maps of the CUs for candidate rod-like, swollen, and globular targets with 〈Rg
2〉−2 = 3800 (top), 2000 (middle), and 250 (bottom). In 

(A), from left to right, the first 20 sequences are the globular targets, the next 20 are the swollen targets, and the remaining 20 are the rod-like targets; within each set, the 
sequences are ordered by ascending 〈Rg

2〉, given by the white dots. The violin plots indicate the distribution of values underlying the mean, with a notch at the median 
value and a bar extending from the 25th to the 75th percentile values. For reference, the target value is indicated by the horizontal line, and the shaded region indicates 
the average spread between 25th and 75th percentiles for class I polymers of similar size. The color of each violin is based on the average composition of the total polymer 
sequence. In (B), the colors are resolved by CU and backbone/pendant group but averaged over all sequences for each specific target size. The color contributions for each 
bead type are shown in the boxed legend, with ∅ indicating no bead present.
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MATERIALS AND METHODS
Definition of CG chemical space
A summary of the polymers considered in this study is shown in 
Fig. 1 (A and B). All polymers are constructed from four possible 
CG beads (, , , and ); the different beads are distinguished by 
the self, nonbonded interaction parameter, ii, which functions as a 
proxy for relative solvophobicity. Two bead types ( and ) form 
the backbone of the polymer, while the remaining two ( and ) can 
form pendant groups that adorn the backbone. In addition to ii 
changing with bead type, certain combinations of beads yield spe-
cific stretching, angle bending, and torsional interaction constants 
(Supplementary Materials) to add additional complexity to the CG 
chemical space. Furthermore, the pendant groups can be either one 
bead or two beads of the same type. Given these restrictions, if a CU 
is considered as a backbone bead plus its pendant group, if any, then 
there are 10 unique CUs or building blocks (based on combined 
composition and topology) that can be found in a given polymer 
sequence; these CUs are assigned numerical labels from 0 to 9 for 
easy association. All polymers are composed of 400 CUs such that 
the number of backbone beads is Nbb = 400 and the total number of 
pendant group beads is Npg ≤ 800.

Within this CG chemical space, three classes of polymers are con-
structed (Fig. 1B). The first class, class I, includes regular polymers 
with a CRU (30) containing equal to or fewer than four CUs. In the 
limit of large Nbb, inverted sequences or cyclic permutations of 
sequences should yield identical properties. Consequently, class I is 
limited to 1540 unique polymers, rather than 104. The second class, 
class II, includes random copolymers composed of up to four unique 
CUs in the polymer sequence. The third class, class III, includes reg-
ular polymers like class I, except that the CRU contains equal to or 
fewer than eight CUs.

Calculation of polymer properties
We consider the structural properties of a single polymer chain. For 
each polymer, simulation trajectories are used to compute the gyra-
tion tensor S defined as

	​ S  = ​  1 ─ N ​ ​​i=1​ N  ​(​r​ i​​ − ​r​ cm​​ ) ​(​r​ i​​ − ​r​ cm​​)​​ T​​	 (1)

where ri is a column vector of the position of the ith bead, rcm is the 
center-of-mass position of the polymer, and T denotes the transpose. 
Subsequently, diagonalization of Eq. 1 yields S = diag(1

2, 2
2, 3

2), 
where the diagonal elements 1

2 ≤ 2
2 ≤ 3

2 are known as the prin-
cipal moments of the gyration tensor. The square radius of gyration 
is conveniently computed from the principal moments as

	​​ R​g​ 2 ​ = ​ ​1​ 2​ + ​​2​ 2​ + ​​3​ 2​​	 (2)

and measures the size of a particular conformation. The target of 
the ML regression model is then given as the ensemble average over 
all sampled configurations, 〈Rg

2〉.

Details of MD simulations
MD simulations are used to generate polymer configurations for 
computing 〈Rg

2〉, and the resulting dataset is used to train and evaluate 
all ML models. All MD simulations are performed using the LAMMPS 
simulation package (40) in reduced units with characteristic quan-
tities of m, , and  for mass, distance, and energy, respectively; the 
reduced time unit is (m2/)1/2. Simulations correspond to a single 

CG polymer chain in implicit solvent such that the polymer dynamics 
are evolved according to the Langevin equation using the velocity-
Verlet integration scheme with a 0.001 timestep; the solvent friction 
is set to be ς = 0.1. After initializing the polymer chain in an extended 
configuration, simulations are run for 109 simulation steps, with the 
first half used as equilibration. During the second half of the trajectory, 
configurations are recorded every 5 × 104 timesteps for analysis.

Polymer interactions are described by summation of typical 
bonded and nonbonded potential energy functions such that the total 
potential energy of the system with configuration rN is given by

	​ U(​r​​ N​ ) = ​​ bonds​​ ​U​ vib​​(​r​ ij​​ ) + ​​ angles​​ ​U​ bend​​(​​ ijk​​ ) + ​​ dihedrals​​ ​U​ tors​​(​​ ijkl​​ ) + ​
​ i<j​​ ​U​ nb​​(​r​ ij​​)​		  (3)

where rij, ijk, and φijkl are internal distances, angles, and dihedrals, 
respectively, derived from the coordinates rN; the functional forms 
for the various interaction types are described below. All pairs of 
beads have a nonbonded energy contribution given by

	​​ ​U​ nb​​(​r​ ij​​ ) = ​

⎧

 
⎪

 ⎨ 
⎪

 

⎩

​​​
​4 ​​ ij​​​[​​ ​​(​​ ​ 

​​ ij​​ ─ r  ​​)​​​​ 
12

​ − ​​(​​ ​ 
​​ ij​​ ─ r  ​​)​​​​ 

6
​​]​​, if i, j bonded and ​r​ ij​​ < ​ 2​​ 1/6​​

​    
​4 ​​ ij​​​[​​ ​​(​​ ​ 

​​ ij​​ ─ r  ​​)​​​​ 
9
​ − ​​(​​ ​ 

​​ ij​​ ─ r  ​​)​​​​ 
6
​​]​​, otherwise​

 ​ ​​	

		  (4)

Directly bonded beads have the stretching energy

	​​ ​U​ vib​​(​r​ ij​​ ) = − ​ 1 ─ 2 ​ ​K​ ij​​ ​(​R​ij​ (0)​)​​ 
2
​ ln​

[
​​1 − ​​

(
​​ ​ 
​r​ ij​​ ─ 

​R​ij​ (0)​
 ​​
)

​​​​ 
2

​​
]

​​​​	 (5)

beads connected by two bonds have an angle bending energy

	​​ U​ bend​​(​​ ijk​​ ) = ​K​ ijk​​ ​(​​ ijk​​ − ​​ijkl​ 
(0) ​)​​ 

2
​​	 (6)

and beads connected through three bonds have a torsional interaction

	​​ U​ tors​​(​​ ijkl​​ ) = ​K​ ijkl​​ [ 1 + cos ​​ ijkl​​]​	 (7)

The constants appearing in Eqs. 4 to 7 depend on the specific 
bead types involved in the interaction and are provided in the 
Supplementary Materials. Constants involving different bead types 
in Eq. 4 are computed using Lorentz-Berthelot combination rules.

Featurization of polymer sequences
A critical problem in chemistry-inspired ML applications is the 
appropriate featurization of chemical inputs. Here, we use two 
approaches: simple OHE and property coloring. In the OHE approach, 
each CU is represented as a 10-bit vector with a single high element 
that corresponds to a particular CU type. Because this approach is 
categorical, the various CU types are simply recognized as distinct, 
and the featurization vectors do not specifically encode any chemical 
or topological information. A further limitation is that OHE requires 
explicit enumeration of all possible categorical features, which here 
corresponds to the set of CU types.

We also consider a more flexible featurization approach, which 
we refer to as property coloring; the use of property coloring is 
schematically depicted in Fig. 6. In effect, the polymer is encoded as 
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an image, with each bead of the polymer represented by a pixel with 
coloring determined by local properties. In this application, a CU is 
depicted as a 3 × 1 × M array, where the first dimension, which is 
3 long, encodes bead properties for the backbone and any associated 
pendant groups, while the last dimension, which is M long, is the 
number of property channels. Then, the polymer sequence (or CRU) 
is mapped to an N × 3 × M array, with N being the number of back-
bone beads in the input structure (e.g., Nbb if the entire polymer 
sequence is used). As an image, the polymer representation is well 
suited as input to CNNs. Using a number of filters (Fig. 6), a 
convolved image is produced and flattened to produce a featurized 
vector for the polymer sequence.

Here, we use M = 2, where one channel provides the i for each 
bead and the second channel provides the ii for each bead. Because 
all i are equivalent, this channel indicates whether a CG bead 
exists at the given location. Because all the properties are already 
of order one, no normalization was applied. In principle, additional 
properties could be provided as additional channels.

In all cases, featurized inputs are based on either a repeating sub-
unit of the polymer or the entire polymer sequence. For example, 
class I polymers can be defined using a CRU of four CUs, which is 
represented as a 40-bit OHE vector. Alternatively, featurizing the entire 
sequence would yield a 400-bit OHE vector. Handling the stochastic 
sequences of the class II polymers requires the latter approach.

Details of ML architectures, hyperparameters, and training
The regression models in this study all have the same basic architecture 
and differ only based on the input featurization. Little effort was 
expended on hyperparameter optimization, because our emphasis 
is on evaluating the overall viability of the design approach and not 
on the development of the best regression model. Hence, all regres-
sion models have the same final three layers: two hidden, fully con-
nected layers with 20 neurons preceding a single output neuron for 
the predictions of 〈Rg

2〉.
The input to the final DNN just described is a vector with di-

mensionality and origin determined based on the featurization 
technique. Three cases are considered. In the first, a 40-bit OHE 
vector representing a 4-CU CRU is supplied directly to the DNN; 
this is the case for the results in Fig. 3A. In the second, a 400-bit 
OHE vector representing the entire polymer sequence is supplied to 
a bidirectional LSTM recurrent neural network, the result of which 
is an 80-bit vector that feeds into the DNN; this is the approach to 

obtain the results in Fig. 3B. In the third, an Nbb × 3 × 2 array repre-
senting the entire polymer sequence is supplied to a 2D-CNN with 
eight 3 × 3 filters and unit stride length, the result of which is an 
Nbb × 3 × 8 array that is further flattened to a 9600-bit feature vector 
that feeds into the DNN; this is the approach for the regression 
model used to propose the candidates in Fig. 5.

The DNN weights are initially set using LeCun normal initializa-
tion, and the network is trained using the Nesterov-accelerated 
adaptive moment estimation algorithm (41) (learning rate = 0.001, 
1 = 0.9, 2 = 0.999) to minimize the MAE of the training set predic-
tions on 〈Rg

2〉; the batch size is set to 32. Exponential linear units 
(42) are used as activation functions in all DNN layers except the 
final layer. For training, the output is standard-normalized. To limit 
potential overfitting, an early stopping procedure was implemented 
to halt training if the MAE on a validation set (20% of the training 
data) ceased to improve over an interval of 50 training epochs; after 
training is halted, the weights of the model corresponding to the 
smallest observed MAE are used. When training on class I polymers, 
the dataset is augmented to also include cyclic and inverse permu-
tations as inputs with the same output data.

Keras (43) and scikit-learn (44) are used to implement all ML 
methods. The Hyperopt package (45) is used for implementation of 
the TPE optimization algorithm (33). Python scripts demonstrating 
the construction and training of the regression models are provided 
in the Supplementary Materials.

Data coloring by composition
To facilitate visual identification of possible compositional trends 
underlying the organization of the data, we devised a data coloring 
scheme, which is used in Figs. 3 and 5. In short, the marker colors 
in Fig. 3 and the violin colors in Fig. 5 are obtained as a weighted 
average of five colors assigned to the bead types (, , , and ) or 
the lack of a bead. With RGB values ranging from 0 to 255 expressed 
as the triple [R,G,B], we assign the color c ≡ [3,95,220] to , 
c ≡ [255,145,3] to , c ≡ [112,255,3] to , c ≡ [145,3,255] to , and 
c∅ [255,255,255] to no bead present (∅). The colors for the four 
bead types approximate a rectangular tetrad, and the scheme as a 
whole is shown at the bottom right of Fig. 5. Therefore, for a se-
quence with Nbb backbone beads, the color is given by

	​​ c​ seq​​ = ​   1 ─ 3 ​N​ bb ​​ ​(​​ i∈{,,,,∅}​​ ​N​ i​​ ​c​ i​​)​	 (8)

where Ni denotes the number of beads (or lack thereof) of the ith 
type in the polymer sequence.

Description of simple linear mixing models
Three simple linear mixing models are proposed as an alternative to 
ML for predicting the properties of stochastic polymer sequences. Let 
a given polymer sequence with N CUs be defined as PN = (R1, R2, ..., RN), 
with Rk indicating one of the 10 CUs in Fig. 1A. The sequences of 
regular polymers can be specified by replication of a CRU of length 
m, Pm, such that its full sequence is given by (Pm)N/m, presuming that 
N mod n = 0. Then, the predictions for linear mixing models are 
obtained as

	​​ f​ m​​(​P​​ N​ ) = ​  1 ─ N − m + 1 ​ ​​i=1​ N−m+1​〈 ​R​g​ 2 ​ ∣ ​ (​P​i​ 
m​)​​ N/m​ 〉​	 (9)

where m is an integer specific to the model, the CRU Pi
m is given by 

(Ri, ..., Ri + m−1) with Rk taken from the sequence PN, and the notation 

Fig. 6. A schematic of property coloring featurization. The polymer sequence is 
mapped to a number of property channel layers (here, denoted as  and ); filters 
are used to produce a convolved image; and the result is flattened to produce the 
feature vector.
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〈Rg
2|PN〉 indicates the 〈Rg

2〉 for the polymer with sequence PN. In Table 1, 
m = 1 for model A, m = 2 for model B, and m = 4 for model C.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/43/eabc6216/DC1
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